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INTRODUCTION

In any science ostematie cbservation is possible only within the framec-
work of some expi. iy siateid theory, The soljrets of <n mguiry depend on
the theory and are formulated in terms of a given theory. The data themselves
only to « little extent suggest the possible topics and methods of investigation.
In fact, there are no such things as pure data. The results of anvy observation
are contingent not only upon the limitations of sensc organs and various
instruments, but also npon the observer’s preconceptions, expectations, and
goals. The ~onnection between data and theory is measured in terms of the
Jevel of shstraction which the theory represents. In a low-level theory which
aims merely at the classification and summary of the data the influence of
data on the choice hetween significant and insignificant facts is much greater
than in & higher level theory ', In high-level theories which are Jargely deductive
and which aim at constructing gemeral ‘0w for the explanation of data,
the theory and the data are remote from each other. it is obvious that for
the same data more than one theory are ypossible. They cap differ among
themselves in their explanatory power, their truth relation to reality (as
represented by the data), the range and value of predictions, efe.

If Contrastive Analysis (CA) is defined generally as a method which enables
the differences and similarities between languvages to be stated cxplicitly?,
its tagk can be approached in many different ways dependinyg vpen the theory
of language to which the investigator adheres. The results of investigation will
differ to o considerable extent because the task itself, especially the terms
“difference’” and “similarity”, will be understood differently in two different

! The tering “low- and bigh-level’ theory are used in the senso of Verhanr 1970.
2 This is the most genorally accepted deflition of UA see, for ipnstanec D1 Pielro
(1971}, He does not, howover, montion gimilarities.
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theories. For instance, the structural linguist will apply these terms to the
surfacc phenomena such as sentence structurc, modification structures, and
the like. The analyst who thinks in terms of the transformational then;'y of
language will comparc rules which relate the common deep structure to different
surface structures rather than compare directly the surface clements of two
languages. |
Apart from the divergence resulting from opposite methodological ap-
proaches to language and reflected in different formulations of the immediate
gouls {.1f the analysis, differcnecs can also be found in the philosophical as-
Sum.ptTnns underlying cach school, These differences will influence the final
goal of the investigations. It may be expeeted that structuralists will emph&sim
tﬁhe differences among languages, whercas transformationalists will look
tor the evidence that languages are, after all, “cut to the sume pattern’. Since
American descriptivism has its ruots in anthropology, it not only retained
some of the methods of this discipline but also the gencral view about the
diversity of human culturcs reflected at least to some extent in Ianguageé.
’]:‘he structuralist’s philosophical outlook is mainly relativistic: the weaker
(if not the stronger) version of the Sapir-Whorf hypothesis is usually accepted
On the other hand, the transformational school has close connections witlf;
some trends of modern philosophy and logic, ft's method is deduction rather
t-hj-m induction employed by structuralists, and its philosophical basis, stem-
ming from the Cartesian linc of thought, is absolutist: when ;Lnal}:zed ab
a high level of abstraction, langusges are alike. The search for universal
linguistic features is the primary objective of transformational grammar.
If transformational grammar were already adequately formulated, the
task of CA would be to compare the ways in which common underlying :;truc:
tures are realized as different surface structures. But since such objectives
cannot constitute reasonable immediate goals, given the present state of t-ﬁe
transformational theory, intcrroediate goals have to be formulated. One of
such goals is finding sub-universals by comparing pairs and larger groups of
languages. Proper contrastive studies should be based on a wniversal grammar
ard particular grammars should be constructed by mesns of the same theoreti-
cal apparatus for all languages. b ”
| Nﬁ(}t every model of language can be employed as a framework for contras-
tive investigation. Models vary with theories and theories depend on goals;
hence, different results should be expected in case of cach model. It is Ilﬂt’:
'b:!lﬂ question of which model is better, because without any further qualifica-
tion such a question is meaningless. One cannot judge one theory in terms
of another theory. We ¢an only usk about the degree to which the goals pos-
tulated by a given theory have been achieved. If the methods devised by
structuralists are appropriate for the descritpion of language accordin‘;g
to their conception of language, it is improper to accuse them of ixlsufﬁﬁiently
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describing langnage in the transformationalist understanding of what language
is. One can only argue about what should be the subject of linguistics, i.e.
about the goals of linguistic investigation. In evalnating any seientific activity
these two criteria should be kept apart:

1. whether the question raised by the scientist has been answered satis-

factorily in his theory, . | |

2. whether the question itself was worth pursuing (Starosta 1969: 100).
The second criterion is difficult to be evaluated. One of the important factors
involved here is the nsefulness of the theory. If the scientist is interested in
the relationship of langnage to the organization of the human mind, then
he sees the problem of discovering and describing the deep structures as the
interesting one.

Likewise, an evaluation of a linguistic theory can be made only with re-
ference to its goals. If the primary object of CA is taken to be the immediate
help in forcign language learning and teaching and if language is conceived
of as & system of various items, then the structural method of systematie
enumeration of the similarities and differences between two language systems
is sufficient. If, on the other hand, CA is to serve not only as a basis for lan-
guage teaching, but also as a contribution to the general theory of what a human
language is, and if languages are viewed as surface realizations of one common
‘universal lunguage’ whosc properties arc in strict correlation with the prop-
ertics of the human mind, then the analysis has to be performed within
the framework of transformational grammar, The whole guestion of the chotce
between structural linguistics and TG (or any other theory of language),
between one or the other type of CA, boils down to the question of what
language is. The views concerning the learning and teaching of languages
are contingent on the answer to this question.

Transformational theory of language constitutes a better framework
for CA than any other theory of language for these two general reasons:

1. it makes psychological claims, ie., claims that the organization of

grammar reveals some aspects of the organization of the human mind,

2. it gives one common theoretical vocabulary for the analysis of all

languages, so that different surfacc phenomena can be accounted

for in & uniform way. {Otherwise, it is improper to compare, for instance,

an inflected language and an uninflected one in terms of the surface
eategories, such as cases, which oceur n one of them).

Even if the most modest elaim of Chomsky’s mentalism is accepted (and poss-

ibly it eould be accepted by most everyone), ic., the elaim that language

reflects some properties of thought and that properties of Ciought are common

to the whole mankind, the CA which takes into account this claim is superior

to any other which does not.
In accordance with what has been said above, we cannot agree with
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Nickel’s comment on the use of language models in contrastive studies, éspecia,l-
ly with the first sentence of the fragment guoted below:

The use of traditional deseriptions will ecertainly load to quicker results. (under-
lining rmine}. A danger inheront in some sophisticated framework such as trans.
formational generative grazninar is that the proponent of such a model may easily
looge sight of the practical aims ho had in mind when starting his investigation.
Howevoer, the results of more formal and explicit approgches may well be more
unpresgive in the long run {Nickel 1971 : 23,

‘Quicker results’ could be an evaluation measure of methods and theories
only if the results obtained by different methods were equal in value., And
this is not the case. In the case of traditional deseriptions no special contrastive
studies would have to be evoked, because it would mean only a more complete
and explicit account of that knowledge which has beon, sometimes implicitly
and sometimes overtly present in foreign language textbooks and grammars
for ages. We will present some postulates for CA in the final part of this paper.
The main argument of this paper can be summarized as follows:

IF 1. CA depends on a general theory of language,

2. transformational theory is the best from the now available theories
for the purposes of CA,

8. the general development of the theory depends on the systematic
comparison of many languages,

THEN 1. the general philosophical and methodological assumptions are
common to both CA and the transformational theory of language
and so are the controversial points concerning some of these
assumptions,

- the widening range of language phenomoena analyzed by trans-
formational linguists indicates new ways of comparison of langunages,

3. the comparison of grammars of different languages, especially
those from outside the Indo-European family, may lead to important
changes in the ways of explaining grammatical, phenomenas in
other languages, and thus to substantial changes in the general
theory of langnage.

8o far, since most of the transformational works were based on English material,

some of the rules were capable of accounting for only the facts of Inglish

and some related languages. Many grammatical arguments were based on
the surface characteristics of the English language, and the conclusions drawn

were invalid for other langnages 3.

[ R]

[

¢ For instence, the old agrument that the deep structure of imperatives containg
such elemonis as the second person proncun and the future auxiliary, beeausce thess
elements are prosent in tags and reflexives, is not true for Polish:

E, Kat this apple, will you?
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The main objective of this paper is to discuss the features of the modern
theory of language, cspecially those aspects which have the most immediate
bearing on the methods of CA, and then, in connection with this discussion,
to present some postulates for CA. In the subsequent sections the following

+

topics arc treated:
I. Linguistics and othek disciplines — goals and methods of investi-
gation.
II. Main theorctical assumptions of TG.
IT1. Main methodological principles of TG.
1V. Some related philosophical views on language.
V. Controversial issues of TG.
VI. The Generative Semantics approach to Ianguage.
VIT, The implications of modern linguistic theory for the contrastive

studies.

I. LINGUISTICS AND OTHER DISCIPLINES
GOALS AND METHODS OF INVESTIGATION

Like any science linguistics aims at knowledge, not just a common scnse
knowledge of the world, which is given to us in natural ways and the acquisttion
of which is the subject of cognitive psycholegy, but seientific knowledge,
i.c., such knowledge that, given a phenomenon A, we are able to say of which
general law is the oceurence of A an instantaneous case.

Generally speaking one might distingiush three agpects of reality — physical,
social, and psychological — and at least five moods of knowing reality {each
distinet from the common sense knowing). These five moods, as they are
enumerated by Henle {1969) arc: humanistic, scientific, philosophical, math-
ematical and theological. Various diseiplines, according to the aspeocts of
reality they are interested in, approach their subject matter from the point
of view of one of these rooods, The nature of language, however, (its high
abstractness, its social origin and functions, its individualistic uses) makes
the position of linguistics among the other disciplines a little unclear.

Thus, althongh language is a social product and performs various tunctions
in the human society, there is no reason to classify modern linguistics as one
of the social sciences. Neither is the subject matter — the rules producing
grammatical utterances — of any interest for the social scientist, nor are

P. Zjedz to jabtko, dobrzel
. Wash yourself (vs. T wash myself, he washes himself, cto.).

L. Tmyj sie. {vs. Ja myje sig, on mije sig, ote,] _
The argument does not hold for Polish. becausa there are no tags in Polish and beecause

the roflexive particle sig 18 the same for all persone.
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the messages conveyed by language and their social functions of any (except
marginal) interest for linguistics. The methodological problems of the social
sciences, such as the cultural relativity of its laws and the value-bias of the
inquiry, are not shared by linguistios cither.

If, on the other hand, language is analyzed in terms of human behavior
{verbal behavior) as a produet of the stimulus-response mechanism, it becomes
the subject of psychological investigation. The behaviorist approach has been
proved to interpret incorrectly the nature of the phenomenon of language.
Transformational grammar is a strong reaction to the behavioristic treatments
of language. The limitations of behaviorism as a method of explanation of
human behavioe have been severely eriticized. With reference to language
the main criticism was cxpressed by Chomsky, especially in his review of

Skinner’s Verbal behavior. In Language and mind (Chomsky 1972: 4) he states
that:

The stimulus-responso psycholinguistics or automata models for language use wero
demopstrated to bo inadequate in & fundamoental way — tho structures which are

realizable in terms of these theuries are not those which must be postulated to
underline the use of language.

From the non-behavioristic position the basic mistake of behaviorists is that
they did not postulate any mental mechanism underlying organized human,
behavior, linguistic behavior included. The transformational theory of language
asgumes the existence of such an wnderlying mental structure common to all
people. The study of language makes aceess to this mental reality possible.
Thus, the linguistic theory is supposed to contribute to the general knowledge
about the mental capacities of man rather than to the knowledge of his linguis-
tic behavior,

Linguistics does not represent a humanist approach to language. Unlike,
for instance philology, it is not interested in the individualistic traits in the
use of language, but in all these propertics which are common to all users
of a given language, and further, in all these propertics which define the notion
of human language as such. The interest of a linguist in man is much more
similar to that of & psychologist than of a humanist. And, certainly, linguisties
does not apply the typieal humanist method of ‘verstehen” which was proposed
to be applied in any discipline dealing with the human and the social as op-
posed to the material. This method based on the principle that we can under-
stand the behavior of men by being able to share their “‘state of mind”’ can
hardly be used as a scientific tool because it is not a method of verification *.
Linguistics claims to be an empirical science and as such it aims at true state-
ments by means of formulating testable hypotheses. Like any other empirical

* For a brief discussion of the mothod of ‘verstehen® and its scientific value, of.
Abeol (1953).
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scicnce it is a mixture of theory and observation, the transfﬂrm&tifnml grammar
is in fact highly theory-oriented. It has been criticized on this ac‘cuunt o1
several oceasions, the main point being that TG is overburdened with hyp{}-
theses and theoretieal assumptions and too little attention is paid to making
its criterin and mothods more explicit, especiaily the criteria and methods
of verification of its hypothescs®.

In the next section the main theoretical assumptions of TCr are presented,
based primarily on Chomsky’s works. Since these assumptions are generally
known we shall enumerate them briefly and later eoncentrate on some contro-

vareial 1zgues.

1[. MAIN THEORETICAL ASSUMPTIONS OF TG

1. The primary goal of the linguist is to describe the com};tetence of the
ideal speaker-listener. The deseriptive counterpart of the speaker’s cﬂmpetencei
amounts to @ theory, hence the terms "grammar’ and “the theory of language
are often used interchangeably. | _

2. The distinction between competence and performance and the cmphasis
on sompetence means that linguistics, like other SﬂiE'-Il{E(ES:, works with abstmt.:-
tions in the gense that it does not attempt to give a mere inventory and cla;s:m—
foation of actual utterances, but it wants to find gencral laws according
to which particular utterances are formed. ‘ .

3. Linguistic theory deals with an ideal speaker-listener. Ihm PacaaIs
that like other sciences linguistics makes idealizations. The busic 1dttzml1r.a}1u
assumption is that performance is a direct reflection of c{unpetence. %he
“imperfections’ of performance, such as the fact that actual .dls.course c.nnmsts
of interrupted fragments, arc disregarded. As a result of this assumption the
items that the transformational grammar generates are not 111313&1'&11008.0{
which the actual discourses are composed, but they are items which the native
speaker knows to be well-formed sentcnees of his language. As Hiz (1967; 68)
puts 1t:

linguistic laws are not mere generalizations of ntterances = just as the theory of
ideal gases is not realized by sny actusi gas or ag geomotry 1s not about the shapes
or volumaes of evoryday objocts,

4. Transformational theory makes three basic assumplions about language:
a. the set of sentences of a language is recursively cnumerable and so are
their respective relevant structures, hence the task of grammar .is to
provide a finite set of rules by which these two sets are recursively

ennumerated,

* Such was tho criticism by Quine (197¢).



12 M. Lipinska

b. for each sentence two basic levels of analysis have to be distinguished
— the abstract deep structure and the surface structure of the sentences,

The rules of grammar relate these two levels one to another,

¢. formal properties of deep structures are common to all langunages,

50 they need not be stated in particular grammars.
These properties forin part of the notion of “human language’.

5. Bince, theoretically, sets of sentences of any language can be enumerated
by more than one set of rules, the theory provides an cvaluation measure:
from a few competing grammars, each of which correctly accounts for the
linguistic facts, the one to be chosen is that one which is also in sccordance
with the properties of universal grammar. If this condition is met, the grammar

1s said to have achicved explanatory adequacy.

6. The learning of a language is assumed to be closely connected with its
structure. Chomsky draws a strict parallel between the language acquisition
device and the model of generative geammar. The tasks of the linguist and the

child are viewed as similar — to construct on the basis of primary data {such

a8 sentences and non-sentences) a grammar which will generate infinitely
many grammatical sentences. . |

- Just ag the problem of apeoch perecplion is in large part the problern of how the
ubstract underlying structure of a sentence can be inferred from a speech aignsl
which is not isomorphie to i, so the problem of language loarning is in large part
concerned with how the child grasps the general character of the base struciure,

given that he has in experience only sxamnples of structures derived from it {(Saports
1967 : 19).

7. Chomsky assumes that the child has some initial assumptions about
the nature of language — innate schema — which allows him to select the
proper grammar. To discover these innate principles is to discover linguigtic
universals. The two tasks;

a. to achieve explanatory adequacy in grammar and to contribute,
thus, to the studies of human mental processes,
and b. to determine the abilities that make language learning possible under
the empirically given limitations of time and data
arc closely related one with the other.

8. Although linguists are interested in mental processes underlying speech,
generative grammar is not to be treated as a model of speech production and
its rules are not to be taken as rules corresponding to the mental acts which
must be performed by an individual in order to utter a given scntenee. Yo,
as Chomsky emphasized in many places in his works, the development of
transtormational theory is a necessary prerequisite to any serious sludy

of language acquisition and rclated psychological problems. Saporta (1967 : 21)
makes this point clear:
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While il is necessary to stress the logical differences between grarnmar an_d t model
cither of speech perception or of specch production, it is also worth pointing O_rut-
their methodological interconnections. All other things being equal, one would wish
for a model of the grammar that makes the simplest pﬂslsible development of a
theory of its application in specch perception and mtegration.

9. Transformational grammar claims to he a realistic theory (as {1}1}}03{3{1
to the instrumentalistic position) and, thus, the question about the rnlatu}ﬂsl}lp
of the theory to reality in terms of truth is a relevant one. The reality to ‘W}]‘I{}h
the linguistic theory refers is the mental reality underlying actual behav?or.
The statement that linguistic theory is mentalistic means that the t‘hec:rei?lcal
entitics employed by the theory, such as deep structure and transiormations
have observable effects outside the theory; for instance, they may ‘h&jVEe
certain psychological consequences, Mentalistic claims made by linguistics
arc indirect and eannot be tested in their original form. If they are correct,
it is possible to derive from them testable psychologieal hypotheses (Botha
1968}, +

10 The great interest ‘i the problem of the acquisitn?n of language and
generally in the acquisition of knowledge is a characteristic feature of the trans-
formational theory. The extreme position is taken by Chomsky who :ZE-&IIS
linguistics & branch of cognitive psychology (Uhomsljc}-' ]972]-1. As one of the
goals of linguisties Chomsky sces the determining of the universal langu.&ge
independent constraints on semantie features, i.e. “the system of possible
concepts” (Chomsky 1965: 159 1),

The relationship between language, on the one band, and mental mxmat%pts
and reasoning processes, on the other hand, Is even more st-rungl?r en}‘phamzud
by the representatives of the Generative Semantics vie?tr. U'Il].lkﬂ Lhu.rr.m]'i;,-',
however, they do not stress so much the role of innate ideas in acquisition
of knowledge. Chomsky’s rationalistic assumptions about innate SGI’.lBTI'léLt&L hmtre
been recently criticized by philosophers., We will return to this matter in
section V of this paper.

11. As far as the internul organization of grammar is concerned, the theory
was changed several times since the publication of Syniachic structures in
1957. The most erucial changes were the following ones: '

a. the incorporation of the semantic component into transformational
gramimar, .

b. the acceptance of the requirement that transformations preserve
meaning and the replacement of the previously optional tra,rmfurmat-w?m,
such as transformations forming questions, imperatives, and negative
sentences, by obligatory transformations,

¢, the change of a generative-syntax to a gencrative-semautics appma,c.h
and the identification of the deep structure of the sentenee with the Jogi-
co-gemantic representation,
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d. the shift of emphasis from the problem of formalizing grammatical
rules te the problem of demonstrating the correctness or incorrectness
of specific structural descriptions.

1I1. MAIN METHODOLOGICAL PRINCIPLES OF TG

1. Data in TG

Data for linguistics arc physical events — sentences and non-sentences
~— together with the native speaker’s intuitions about these events. These
data are taken either directly from the corpus or they are arrived at by linguists
by means of manipulation with sentences. The intuitions about the sentences
are expressed in terms of such pre-theoretical statements as: “repetition”,
“ambiguous”, “paraphrase”, “‘grammatical”’, “ungrammatical”, “meaningless’,
et¢. Introspective evidence plays an important role in TG. The intuitional
criteria are regarded to be sufficient. Chomsky, for instance, considers the re-
placement of the critcria based on intuition by operational ones to be unnecess-

ary. In the chapter “Linguistics and philosophy™ of his Language and mind
(Chomsky 1972 : 186) he states:

I have no doubt that it would bho possible to devise operational and experimental
procedures thut could replace reliance on introspection with little loss, but it sesms
to me that in the present state of the field this would simply be & waste of tirme and

snergy. Obviously, any such proeedure would first have to be tested agrainst the
introspective evidence.

2. Argumentation in TG

There are two main immediate goals for linguistics: postulating decp
structures for sentences and discovering rules which relate these deep struc-
tures to their corresponding surface structures. The basic principle according
to which the analyst should proceed in order to succeed was formulated

by Katz and Postal (1964 : 157) and, with some slight modification, is still
retained. This prineiple is the following one:

Given a gentence for which a syntactic derivation is needed, look for simple para-
phrases by virtue of synonymous expressions; on finding them construet gram-
maticel rules that relate the original sentence and its parsphrases in such a way
that each of these sentences has the same sequence of underlying P-markers.

The identity of meaning between sentences used in such analysis is of great
relevance. Some formal co-occurrence rclations shared by two constructions
do not provide a sufficient basis for assuming one common underlying structure
for both of them. For the purpose of illustrating this point let us recall the
treatment of imperative sentences in early TG.
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In the early approach the assnmption was made that an imperative scn-

tence such as 1:
1. Eat . ' |
has the underlying structure You will eat i, because the entity gow occurs

in imperative reflexives (Wash yourself} and b?th you and will are present
in the tag questions added o imperatives (Eat if, will you?). Katz H‘nfl Postal
(1964) observed that although declarative future. scntences and ’thE'-]I‘ corre-
sponding imperative sentences have related meanings, t}}cse meanings are _nnt
the same. They found it incorrect that two sentences with dlffcI'E%lt meanings
should have the same deep structure. In their new treatment of m}pera,twes,
sentence 1is paraphrased as: I request that you eat it. This paraphrase is assumed
to be a correet approximation to the deep structure of sx_antenee .1. |
The new hypothesis about the deep structure of imperatives 1is Petter
than the old one, not only because the requirement of the same meaning of
the deep and surface structure is met but also because th1s_hyputhesm has
greater explanatory valve. It explains some other g:t:amma.tme-tl phepnmen&
related to imperatives such as the non-occurrence of stative velrbs in the impera-
tive and the ungrammaticality of imperative sentences w1t¥1 some 'sentence
adverbials, These co-oecurrence restrictions are shared by Jmp:eera.twm and
the request constructions, and they are not shared by imperatives and the
you-will-constructions as sentences 2 - 7 demonstrate:
2. *Want to do .
3. *I request that you wani to do .
But 4. You will do il
5. *Maybe drive the car.
6. *I regquest that maybe you drive the car.
But 7. Maybe you will drive the car. . 5
Another type of grammatical argnmentation may be 1]1}1stra'.ted by Ross’s
discussion of the deep structure representation of conjunction (in Ross 1968).
He argucs that structure ¢ and not b ought to be taken ag & correct representa-
tion of some deeper level in the derivation of a sentence like 8:
8. Irma washed the dishes, and Sally dried, and Floyd loafed.

Irma washed — and Sally dried andd
the dishes

Floyd loafecf
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S
b /N
S AXND S AND D
IRMA... SALLY... FLOYD...
Ross assumes that the imitial underlying struceture of sentence 8 is something
like ¢:
)
< /'\
AND > T 5, By

This structure is changed to structure ¢ by & rule of conjunction copying
which copies the conjunction and Chomsky adjoins it to 8, 8, and 8,.

The syntactic reasons for choosing structure o rather than b are the fol-

lowing ones:

1. When the conjoined sentence is broken into two sentences, the conjunec-
tion 1s attached to the second sentence:

9. John left and he didn’t even say good-bye,
10. John left. And ke didn’t even say good-bye.
11. *John left and. He didn't even say good bye.

2. In languages in which enclitics can replace coordinating conjunctions
(-que 1n Latin, aber in German) these enclitics are always inscrted
inte the second conjunct:

12, Sie will tanzen, aber ieh will nach Hawuse gehen.

13, Sie will tanzen, ok will aber nach Hause gehen.

14. *8ie unll aber tanzen, ich will nach Hause gehen.

3. Intonation pauscs occur before coordinating conjunctions:

15. Tom and Dick, and Huarry, all love watermelons.

16. (Tom) (and Dick) (and Harry)...

17. *(Tom} (and) (Dick) (and) (Harry)...
Arguments similar to the two quoted above are numerous in linguistic literature.
An aircady classical argument concerning the deep structure of sentences
with ingtrumental adverbs (Lakoff 1967) was analyzed in detail by Botha
(1968}, He proved that the form of grammatical argumentation is a methodo-
logically valid solution of the problem of the confirming and disconfirming
of hypotheses about structural descriptions of sentences.

3. Testing of hypothescs in TG

Since the hypotheses about decp structures and the rules relating deep
structures to surface structures do not refer to observable phenomena, their
testing is indirect. From these hypotheses statements about observable phenom-
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ena, ie. sentences of the language, are inferred. The deep structure and
the derivational rules are said to he corrcet if the derived structure is judged
to be a grammatical sentence of a givenlanguage, Thus the linguistic intuition
of the native speaker is the final and decisive criterion for testing grammatical
hypotheses.

As an example of testing linguistic hypothesis we will consider here Lakoff’s
srgument about the deep structure of sentences with manner adverbials.
(Lakoff 1970 a). Lakoff’s hypothesis is that sentenccs such as 18 have an
adjective as the highest predicate in the underlying structure.

18. I beat my wife enthusiasticnlly.

The derived hypotheses are the following ones:
1. If sentence 18 has an adjective instead of an adverb in the underlying
structure, then it should be synonymous with sentence 19:
19, I am enthusiastic in beating my wife. |
9. if the adjective replacing the adverb of manner in the underlying struc-
ture is the highest predicate, then it should be this element which is
guestioned and negated, i.e., sentences 20 and 21 should be synonymous
with 22 and 23 respectively.
20. I don’t beat my wife enthusiastically.
21. Do you heat your wife enthusiustically?
29, I wm not enthusiastic tn beating my wife.
23. Avre you enthusiastic in beating your wife?
Since the predictions about the synonymity of sentences in both cases are
confirmed by the intuition of the native speaker, the following underlying
structure is posited for sentence 18°%:

=
‘___...-"""'-_"-——_.______ ;
NP VP
1 T —
YV NP
TV
i NP Ve
' ...--""""'-_---h"""""--
enthusiastic 1 /’V L |
beat my wife

Quite independent evidence for the correctness of a linguistic hypothesis
may he provided in some cases by experimental psychology. The transforma-
tional approach to language inspired many psychologists and psycholingnists
with new ideas — methods and goals of experimentation with the hinguist]
behavior. Underlying the eatliest investigations of psycholinguists WU@

¢ The prosentation of the whole argument ia simplified here.
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within the framework of TG was the so-called *‘correspondence hypothesis”,
according to which “the sequence of rules used in the grammatical derivation
of & sentence corresponds step by step to the sequence of psychological proce-
sses that are executed when a person processes the sentence” (Hayes 1970 5).
The majority of these experiments were designed to find out whether per-
formative complexity mirrored competence complexity and -whether the
theoretical linguistic constructs, such as transformations, had psychological
reality. The reasoning employed here had the following form: if claim x about
the structure A or operation BB was eorrect, then the reaetion of the subjeets
to sentences with structure A or operation B should be such and such. This
rcaction was supposed to refleet the perecptual difficulties of the subjects.

The results of some of these experiments were summarized by Fodor
and Garrett (1966). The experiments with the passive, negative and inter-
rogative appeared to confirm the existence of these transformations. There
were, however, also many experiments which gave negative results, i.e.,
the performance mcasurcs of sentence complexity did not correlate with the
derivational history. For instance, agentless passives turned out to be easier
to perceive than full passives, although according to the linguistic thcory,
an additional transformation, deletion, had applied. The lack of agreement
between the grammatical theory and the results of the psycholinguistic in-
vestigations eaused some scepticism among the psycholinguists. The corre-
spotdence hypothesis was abandoned. One reason for its rejection was that
it was wrong from the very beginning, becanse it made an assumption that
grammar is & kind of a performance model. This assumption was not only
never made by transformational linguists, but even strongly opposed by them.
The other reason for the failure of these cxperiments was that they were
performed too early; many of them were baged already on the Synitaciic
structures model, ie., even before transformational theory had managed to
work out its basic assumptions.

There is also another aspect to psycholinguistic investigations. When the
corrclation between derivational processes postulated by linguists and percep-
tual processes cbserved by psycholinguists was examined more closely, it
turned out that some derivational constraints were in fact perceptual, that is,
not grammatical. This idea was fivst expressed by Bever in his paper “The
cognitive basis for linguistic strueture” and later developed by Grosu (1971).
Grosu argues that, for instance, Lukoff’s transderivational constraint which
blocks the formation of unacceptable sentences such as 24:

24. John and Bill entered the room, and ké took off his coat,
is a perceptual constraint of the following form:

Bentences containing proncuns are incomprohensible if the antecedent pronoun

cannot be discovered by ary means whatsoever, or if there ave two or more egquiv-
alent candidates for the position of antecedent (Grosu 1971 : 146).
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He adds that for the recovery of the antecedent any piece of information shared
by both the speaker and the hearer can be used. For instance sentonce 25:
25. John and Napoleon entered the room, and he sard he was going to make

war on Russia.
is comprehensible on the basis of extralinguistic knowledge possessed by the
hearer.

The problem of the use of cxperimental psychology for testing linguistic
hy potheses is controversial, because although on the one hand linguists
claim that their rules and structures should have psychological relevance,
on the other hand the access to the psyehological processes accompanying
the speech production is extremely difficult, especially if we take under
consideration that the experimenter has to rely almost exclusively on the state-
ments of his subjects,

4. Criteria for evaluating the theory

As it was alrcady pointed out above, the highest valued theory is the one
which gives a basis for selecting one of the few competing descriptively ad-
equate grammars. The evaluation of individual grammars depends, on the one
hand, on the simplicity of deseription which involves generalizations, and,
on the other hand, on the criterion of linguistic intuition which determines
which generalizations about language are significant. No definite simplicity
wheasure has been devised for any secience so far; but Chomsky {1965), pre-
maturely, as it seerms, suggested that the length of rules, ie. number of symbols
appearing m the rules of grammar, should be taken as such a measure. The
problem is not quite that simple, beeause a theory ean be evaluated according
to several different kinds of simplicity, such as logical, epistemological, semanti-
cal and notational. These criteria do not always coincide; for instance, nota-
tional simplicity, i.e. economy in using symbols, is achieved at the cost of
higher semantical complexity, because the fewer symbols used, the greater
their semantic content?,

The principle of gereralization reminescent of Oecam’s principle — “Fru-
stra fil per plura quod potest fieir per pauciora™ (what can be explained by
assumption of fewer things is vainly explained by the assumption of more
things) — is the dominant factor in the considerations of which rules are
better in the theory. It is not only the problem of economy of description
but an cmpirical matter too, because only those generalizations are accepted
which reflect the pative speaker’s intuwitions about the phenomena under
consideration. Actually, of the two eriteria for a linguistically significant
generalization: conflatability of rules and the psychological validity of such
generalizations — the latter one is difficult to prove, becaunse some of the

? For the various types of simplicity and their mutual relationship, of. Bunge
(1D63).
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psychological ohservations undermine well accepted lingmistic gencraliza-
tions. ®

Postal’s (1971) analysis of the English verb remind is an excellent example
of the application of the principle of generalization in linguistics. Postal
states that cxceptions ought to be looked at as composita of regular cases,
so that no special rules will have to bc devised to account for them, but
the rules already needed in the theory will be sufficient. Accordingly, he
treats the otherwise unique verb remind as a composition of two semantic
components strike and similar, because remind shares some of its syntactic
features with sirike and other features with simsilar. The features that remind
has iIn common with strike are also features of a larger group of verbs, such
AS Seem, appenr, tmprese, ltaste, perceive, and also the features of similar
are shared by a whole class of verbs (resemble, like, identical, different). Thus
the rules which are necessary to derive sentences with remind are the same as
rules necessary for the derivation of the sentences with these two classes
of verbs, if we accept the strike-as-similar analysis.

The principle of generalization forbids the same rule to be stated twice
in the theory. The following statement of Lakoff, with which he backs his
conclusions that the rules of grammar and the rules relating surface forms
to their corresponding logical forms are the same, is characteristie:

1t should be noted that both of the above conelugions depend upon a form of argu-

mentation upon which just about all of the lingunistics of the past decade and a

half depends, namely, that if o given theory necessarily requires that the samo

rule be stated twice, thon that theory is wrong. Not just inclogant, bul ompirically
incorrect (Lakoff 1970 b : 159).

1V, PHILOSOPHICAL VIEWS OF LANGUAGE RELATED TO '1'G

It cannot be denied that modern linguistics took over many ideas from
philosophy and logic and that many of its considerations aim at solving,
if not directly than indirectly, certain philosophical problems. The two basic
questions that philosophers ask about language are:

1. What is the relation of language to reality?

and a related question:

2. What is the relationship between language and the human systems of

knowledge?

In carlier philosophy knowledge and language presented no real problem
— they were simply manifestations of reality. For instance, the suthors of
De modis significands (Modistac) thought that there was essentially one grammar
which reappeared in individual languages with some modifications. The philos-

* However, Prideanx {1971) devoted his article to proving that “linguistically signifi-
cend generalization’ i3 not an cwpirical concept, but purcly formal, If this turns out
to bo true, 1t means that criteria for evalusting grammars are also only formal.
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opher could know the details of this grammax by simply {:Dnsif;le{'ing the onto-
logical nature of things (Kiing 1967: 23). The problem of mediation of human
mind was neglected in this approach. *

The old approach of philosophers was that of synthesis. The crucial pr_qblem
was building up a world-picture out of some basic elements. Man’s view of
the world and his language were considered to be determined by experience.
The outer world was regarded to be the cause of any exporience sulld of any
concept. The new approach is that of analysis. Philosophers aze interested
in breaking down the world-picture by progressive, logical analysis of language
to its elementary bagis (McKinney 1971). It is expected that the elementary
units of language will lead the analyst to the structure of rea,lity. and the func-
tioning of the buman mind. In order to attain this goal ordinary language
has to be translated into a logical form.

Leibnitz was the first philosopher to think about basing philosophy on a
logistic analysis of language. He speculated about an ideal symbolic language
which was to be used for the formulation of the principles of all human know-
ledge.

From modern philosophers the most interesting thoughts about anguage
are those of Wittgenstein contained in his Tractatus. According to him there
is a constant relationship between language and reality such that a sentence,
or rather its logical form, is a picture of reality:

The configuration of objuets in a situation corresponds to the configuration of siunplo
signs in the propositional sign (Wittgonstein 1921 3, 21).

For Wittgenstein the logical form is not merely the syntactic form of sentences,
but it mirrors the ontological form of the world of facts. (Analyzing the stru&‘
ture of language he came to the conclusion that the world is a collection of
{acts, not things)®.

Russell did not go as far as Wittgenstein, but one of his views on language
is that languages veflect various presuppositions people have about the wmj“](l.
For instance, the duality of subjectsign and predieate sign reflects an ontological
categorizing into subslance and attribute. In “Logical atomism” he. argued
that Western philosophy grew out of the idiosyncrasies of the syntactic strue-
ture of the Indo-European languages (Russel 1924319,

v About Wittgenstein’s views on langnage, atnong other sourecs see IKiing (1967},
and MacKinnon (1964).

1 There s undoubtedly some influence of the native language of the phi]nsophnr
upon his theory. Apn interesting exampla of this IJh{:‘,IIlf,'III'lﬁl'l(r-t‘}_ i quoted b:f,r Kiong [1'.3}[:?"?}
with reference to Legniewski’s onlology. Legniswski, nnlike other philosophers, cid
not distinguish betwoeen names which ean stand belore est and vhose after est, becruse
Polhish, mﬂil{u Higlish or French, has no definite article, Plence, ﬁt‘:}tencm: Sabrates
jest czlowsekiomn and Sokrates jest Sokratesem are not grarmmatically different, whercas
Socrafes is a man and Socrales i Socrofes are different.
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Another modern philosopher, Quine (1960), expresses the view (in Word
und object) that language interprets sensory data and that the pre-theoretical
character of objects is illusory. Theories of interpretation arc embedded in
linguistic structurcs. Explanation of the problem of human knowledge can
be achieved only by means of the clarification of the way in which linguistic
systems develop, are structured, and function. McKinney (1971) has a similar
opinion. Knowledge is based on the data of sensory experience, but language
gives rules of interpretation for these data.

The word 15 the point of contact between diseontinuitios arnd indeterminancies of
elementary individual oxporience and the hody of common oxpﬂuuma we call
reality (MelKinnevy 1971 : 393,

Like Quine, he argues that we cannot know Reality in itsclf but only & man-
Mmade coneeptual scheme (and knowledge is a conceptual scheme shared by all
members of & given community).

In order to answer the guestion “What are the basic constructs of our
knowledge?™ philosophers try to find the primary elements in ordinary lan-
guage. The question is whether the primary language is an object language,
ie., whether the words of thiz language name things. This question was
pursued by Russell (1940) and also by Laszlo (1965). According to Laszio the
problem of primary language is equal to the epistemological problem of
“whether ordinary sense-objeets are piven in perception or arc constructs
from materinls so given” (Laszlo 1965: 160). Quoestions about human cognition,
similar to those asked by philosophers, are a'so asked by modern linguists,
although the answer to thein is not their immediate goal. The scarch for uni-
versal semantic primes may prove helpful for the solution of some philosophical
dilemnme. It cannot be also overlooked that some of the conelusions about
natural language drawn by logicians and philosophers, cspeecially from the
school of Legical Atomism, recur in the transformational theory. For instance
Russell’s (1924) observation that there is no such entity as Plato’s love for
Socrates but only the fact that Plate loves Soerates underlies transformational
approaches to constructions of this type.

: ;
V. CONTROVERSIAL POINTS IN THE THEORY OF TG

1. Tntuition and grammaticality

Intuition of the native speakers about their language plays a very important
role in finguistics, because intuition is used both in providing data and as a
final criterion of the correctness of the theory. This “high” status of intuition
in Imguistic theory has often been questioned. The first problem which arises
m this connection is whether the facts about language discovered by linguists
can be considered te be objective. Reformulated, this question has the fol-
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lowing form: “Can linguistics be regarded as a real science if it relies to srlmh
an extent op introspective evidence?”. Chomsky’s opinion is that the solution
of this problem depends on the decision whether the importan{; feajmrn of
science ig objectivity or a search for insight. According to him, in?.lght is:more
important than objectivity and, as an example, he quotes behzc.wimml sciences
which were not very suceessful in spite of the emphasis on objectivity [Chm:naky
1965: 20). We can leave the problem of what is the important feature of science
aside (and it seems that both features arc equally desirable) because the r'ual
problem with intuition is whether we can assess the i'ntuit.ions Gf th{'f native
speakers with the methods used so far, i.e., asking the sub]e‘cts if a given se-
quence of words is a grammatical sentence, a paraphrage of some other scn-
tence, ete. Judgements about grammaticality are subject to all sorts of confu-
sion between grammsticality, acceptability and intelligibility. Onc of tht_a prob-
Jems involved here is that linguistic intuitions vary in their scnsitivity ac-
cording to the degrec of education of the informeant. Somcewhere low on such
# scale is a man who rarely has contact with the written langnage and whose
judgements are bhased on conversational language in which completi: gram-
matical sentences are relatively fow, The opposite case is represented by pro-
fessional lingnists, who not only are better prepared to distinguish between gram-
matical and ungrammatical sentences, but who can also sce problems wh_lch
would never arisc in the mind of an average man from the street. Thus, linguists
may assign an ambiguous sentence four different readings in cases wher.n ordi-
nary people arc aware of only one or two of these readings. They will also
be more careful in judging which two sentences arc paraphrascs, because
on second thoughts their scientifically trained minds are likely to decide that
no two different sentcences bave exactly the same meaning.

The sccond problem, strictly connected with the one discussed above,
is that there are mo precise criteria for determining what “grammatical”,
“paraphrase”, “nonsensical”, etc., actually mean. Linguists presuppose that
they and their subjects have a theoretical vocabulary in common; l?ut: such a
precondition is usually not the case (unless the analyst asks _htmiae].f the
questions about the grammaticality or his colleagues from the lmguls'tm QE-
partment, which is a widely accepted practice), Usually when the ]mgr.{mt
agks “Is this sentence grammatical? “the asked person answers according
to what he understands by “grammatical”’ and not according to the linguist’s
sense of the term. In connection with this problem Fillmore observes that:

. it is difficull to sec how a genorative grammar can demarcate all and UI]_’IJ:T ‘tha
grammatical sentoncos in view of rather serious questions about the erapirical
determinability of that set (Fillmore 1970 : 15}

An interesting experiment designed to check the native speakers’ sense
of grammaticality was performed by Tikofsky and Reiff (1970). College students
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were asked to rank fifty pairs of grammatically deviant strings. Five grades
allowed the evaluation of the string on the scale from complete acceptability
to complete unacceptability. The results of the experiment showed that:
1. Many strings were given all five marks,
2. There was no string which received the same rank from all subjects,
3. Individual subjects were remarkably consistent in  their ranking,
Below T gquote a few strings which were not given the “completely unaceept-

able’” mark by anyone in this group and which were judged to be completely
acceptable by some students:

Peter jobs less man

Green primardy especially wood
Classes beyond with green
Group seven simply green

This points to the existence of diffcrent criteria, used by poople to judge ac-
ceptability. S8ome of these eriteria, according to Tikofsky and Reiff (1970)
might bo:

1. degree of situational adequacy,

2. similarity to some string to which the subject had previously responded,

3. the easiness of interpretation of a given string.

Not only are intuitions of native speakers often in conflict, but very
often they must be prompted, For instance, if it is difficult for the subject
to sec the ambiguity of a given sentence, the linguist is forced to paraphrase
the sentence so that the other reading becomes more obvious. The ambiguity
of sentence 26 can be shown by the existence of two different passives corre-
sponding to each reading of this sentence {(Saporta 1967):

26. He s reading a letter io his mother.

27. A letter to his mother was being read by him.

28. A letter was being read by him to his mother.

We shall conclude the discussion of the use of Intuition in linguistie science
by guoting two characteristio statements on this subject, The first quotation

is taken from an article by Mason and Peterson (1867); the other one is from
Bever (1970).

Although recent works by Chomsky (1865), Kuatz and Fodor {1864}, and Katz and
Postal (1964} deal st length with proposals for the organization of linguistic de-
seriptious, thoy fall, however, to solve the rather serious problem of finding criteria
for deciding which strings over the alphabet of a given language should be eongidered
sufficiently well formed to require that they be included in & linguistic deseription of
the language (Mason and Petorson 1967 - 108).

Linguistic intuitions do not necesgurily directly reflect the structure of a lanpiage,
vet such meuitions are the basie data the Huguist uses to verify his gramrar. This
fact could raise serious doubts as to whether linguisibe seicnee is about any thing
at all, simce the nature of the soureo of its data is w0 obscure, However this obacurity
is characteristic of eveory cxploration of human behaviour. Rather bhan rejecting
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linguistic study, we should pursuc the course typical of most psychological smcmesf;'
give up the belief in an ““absolute’ intuition about sentences and study the laws o
the intuitional process iteelf (Bever 1970: 346).

2. Competence | AT
The assumption of TG that grammar is a dEEGI‘I})tl(iII]L‘E{ the native sp :
intrinsic knowledge of his language has also been criticized on sgveral OCCH-
sions. First of all, it is not clear what it means that a speaker knows hl.S languagi.
According to Chomsky it means that the spealfer has an unconscious knowl-
edge of the rules of grammar which he uses in P?Tﬁ.!f[tlﬂ:ﬂﬂﬂ. if :l}, karguel:?
Harman (1967} then the relation of linguistic beh‘avmr of a man to 1‘5 bflf):wle
edge of the language is comparable to the relation of the skills of a bieye

rider to his knowledge of principles of mechanics.

We might imagine that a model of a cyelist would cﬂm_:»&irli 1_'eplrf-sﬂn]ta,tlm1?z Ui;n:;
relevant principles of mechanics and that 1t uses theso prurlmpl?ﬂ ML Cit c!u ati égl 5
needs to be done so as to retain balance. Then, fcrll_nwmg L-hum_ﬁsk_?,_ra] mnf ; ;Mh-
might say that the cyclist has an internal 1‘fl;~presentuffmn of the pnn‘u}l:; € UI = ;1 i
anics, Should we go on 1o say that every cyclist has an ln‘t;'EJ.lt-i\:’l_} or 13.9.311'? nm;r :aﬁ; I ;
the principles of mechanies? This does not seem an 11111rn1n&tm§ :;&y r_rt = t§
about eyelists: and Chomsky’s remarks about “tacrt competence” do not E;m&n
provide an illumidsting way of talking about speakers of & language (Hs

1967 : 81).

The knowledge of the language, ie. linguistic intqit-iun, is ruﬂeczt-ed 11+1'1 rtltlz
speaker’s judgements about grammaticality. These ]udg{fments., a,ff-(:nrt. mg ;
Harman, refleet the knowledge of the output of the internalized grammar
rather than the knowledge of what Chomsky calls (:Dm].}uf;mme. 1

From a different point of view Chomsky's a,ssumpt-mn.:-e. ahout g:izmmrrlaafr
are criticized by Quine (1970) in his article “T‘tIEthDd:{Jngl‘ﬂ&.l I‘EﬂBthifi']'Lh 1011
current linguistic theory”. Quine distinguishes beh:deIGI: ﬁttlngd S{}I]‘l{,}I“Elw(,E
from the hehavior guided by rules and argucs that for Chﬁmsk}i speec 1 u{} Ia
kind of rule-guided behavior, i.e., speakers know t-l.m 15-1110,3 and ]ﬁ i pcm::,ll.f:
for them to state these rules. The goal of the linguist is 11.01.3 to find t]m_ 11]. s
which the behavior fits, but rather the rules that are implicitly present m }:he
minds of the native speakers. Quine (L1970 : 387) finds rude-governed behavior
not as controversial as the following feature of the theory:

1 : ; Y i e
it imputes to the natives an uncomscious prefercnee for one systemn over another,
equally uneonscious, which is extentionally equivalent to if,

1 [} L . 7 L} b = [ . AT :_
Quine’s concern herc is & methodological one: how can & Imgms,t: tell tiha\dj wh L;
: iz 1 ; : ve's analysis and

he proposes as deep structure is in accordance with the native’s analysis a

1t Chomsky answers Harvman in Language arnld mind {].9?2}. '[’.hv? bagic point tha,t l;z
makes ahout the “bieyele rider pursllel” is that, unlike bieyele riding, language 13 n

a skill or halit,
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not an extentional equivalent? Because of inexplicit criteria in linguisti
there 1§ o way of deciding it. Quine suggests an alternative solutio .g fstlcs
jextentmnallj,r equivalent grammars the one that is stmpler and I;IGI'B (‘Dn. 5 :WD
8 to be chosen, Such a procedure is obviously against .Chc-msk ,,q{im.mfu'n?
on the psychological relevance of the results of linguistic il::v:asgg lst"'f"ﬂﬂb
| Tor phﬂmsk}r the grammar constructed by linguists depicts th(; ga mnls.
3]1.1:4:3].“11&1]2(3[1 in the native speaker, According tg him i]ingl;;if;tic. e
is the same as mental prammar. Deep structures and ini*:ermediwte sfmrilm&r
are ex}_:'ected to have an existence on the basis of the prina:-.i ;e :crf ?}tﬂ U}ms
morphism of the model with the thing. If the output of the m(;,(iq COTTC e
to the observed phenomens and prediﬂts the vet unohscrved tthien;' . i
reetly, then the assumption is made that the various parts ofI' th.e ;ﬂ?? o
r%spﬂllti to some sort of reality within the phenomens, whifhj are ._:: el o
{E?t-arrﬂsta 1969 : 107). Thus, the linguist’s grammar and the n;{*nta;l ;-1 - yzﬁd
differ only representationally — the first is an axiomatiza.t.im; of ti:]iﬂ:?r
0111.3. There are, however, strong tendencies among psycholinguist 5% ‘r:r
guish these two grammars, ' SIS Auncati:
According to Watt (1970) mental grammar i8 not a linguistic gramwmar but

rather abstract performative grammar. His hypothesis fis based on the fact

already mentioned in this paper that there are many discrepancies betwe

Perfﬂtrmﬂ,tive complexitics and complexities of the gr&mm~;r }ol 1-:1 ::e; by
linguists. The experimental analyses of specch pereeption Lroi‘vsﬂl“: : bT
sentences which invelve many derivational steps are sianlvr 't{;m m‘mr}
than those which are simpler from the linguists’ ﬁoint of viowJ For _1}‘?:‘3"*“ t |
sentences 29 und 30 are easier to perceive than 31 and 32 12 - S

29. The tired soldier fired the shot.

30. Mary grows the flowers.

31, The soldier, whick soldier was tired, fired the shot
32. Mary causes the flowers to grow. ' |

It was also proven that sentences of greater performative simplicit

learned earlier by children and that generalizations that children n? ak; JFrb G
la.ng}mgel are of a differcnt kind that those made by adults and those i'mstuai' {1::“1(11;
by Imgmsts: Truncated passives, for instance, arc included by ehilr ; ’ih
the class of simple predicate-adjective sentences rather than witl ks
Watt (1970 : 187) comes to the following conclusions: e

12 T
ot fE:ttf;iIn:htD rePeat the Uifi mistake of confusing TG with performance model.
[ » Uhe casier perception of sentences 29 and 30 is caused by the fact that
oy aro sentences which people hear und use; whereas, 31 and 32 are sente hi
theu},rl have never hoard or produced. In languages in which ad’eutiv;; Lfl'l i —
?nudxﬁerzf only in relative elauses and in languages in which caus‘:]zntives mmt”-m 2
in a periphrastic way, as in 32, 31 and 32 are easier to comprchend SRR
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The chief difference botween (G {compotence gramrmar) and APO (abstract
performative grammar) boils down to this: the (4} puts & premium on overall
economy and 80 makes all significant generalizations; snd APG puts & premiurn on
ceonomy of derivation of individual sentential paradigms sand so balks at incorpora-

ting sorme of theso generalizations.

Important as Watt’s remarks are for psycholingnistics, hig eriticism of the
identification of Linguistic Grammar with Mental Grammar is valid only
if Mental Grammar is understood in the narrower semse, as & collection of
rules corresponding to the speaker’s sequence of mental procesges ocour-
ring during the individual acts of speech production. The mental reality
which linguists hope to discover is of a different kind; it involves cognitive
processes relating human sensual contact with the outside world and the units
of language. There is, howover, no doubt that many features of language
structure are detcrmined by the use of language in speech acts. The actuai
use of language depends on such factors as memory spai and the gencral
organization of human memory. As Bever (1 970 : 28() points out:

Linguistic structure jg itself partially determined by the learning and behavioral
procesges that are involved in acquiring and implementing that structure.

There is onc more problem with the grammar understood as the account
of the native speaker’s competence. If grammar is the deseription of the com-
petenee, then the set of sentences that 1l generates must be the same ag the
sot of sentences in language. According to Fillmore (1970}, the requirement
that grammar be a complete description of the competence is incompatible
with cortain features of natural language!. He exemplifies this statement
with the casc of tag-questions. The gencral rule for tags fails to cover all
cases of their use. For instance, a sentenee such ag 33 may have cithor o, b,
or ¢ as tags, hecause native speakers use any one of them:

33. Somebody's out there,

a. 1en’t theref
h. isn’l he?

c. aren’t they?
None of these tags is consistent with the general rule of tag formation. Similarly,

the subject-verb agreement cannot always be determined by a general rule:
; anm

34, Either he or I {is
Fillmore proposes that grammar should be incomplete just in such & way

as to allow an acconnting for cases like 33 and 34.

} always on duty.

1 Cf, Fillmore (1970: 18}, especially the following statemert:

When graminar ecnstruction i seen as 4 purely tormal task, one of the deosiderata of o Erammar I
completenesy. In evaluating a grammar which is to generata all and ooly the sentences of 4 language. we cannnt
tolerate a situution fn which symbois ave introduced at one point and never interpreted or operated on by later
riites, It is possible, I want to sauggest, that a gramnar which exhibita the worklngs of a natural language cannob

ek be 1tA

roect  such L reguirenient.
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3. Universals.

The issu ; 1 :
significance efzonéj: lrMlilg :;;“-* status of universals in linguistic theory is of special
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illmore (1971 a: 274}, instead of the question “What is the mean-
' linguists should ask ‘“What do the speakers need to know

form appropriately and to understand other people?”
analyze a word in

According to If
ing of this form’
in order to use this
In order to answer the second guestion, it 13 necessary to
all its contexts.

Recent investigations of linguists broadencd the domain of linguistics
by including within Aiscussions such problems as topie, locus, presupposition,
felicity conditions of utterances, possible lexical items, semantic primes,

ete. The interest in some of these topics was dictated by an attempt to over-

come Chomsky’s sentence atomism by 2 systematic study of scntences in the

context of other sentences and with reference fo the speaker’s belicfs and knowl-
edge of the world. The digcussion of these phenomena points also toanew direc-
tion in the search of universals.

Altheugh the universal base hypntheéis is the basic assumption underlying
the study of languages, there are serious methodological problems connected
with it. A strong version of this hypothesis, as proposed by Ross, Lakoff,

McCawley et al., has the following form:

of gramrnar, the basc gramnmar B will sorve as tho

In the transformationsl theoey
adequate grammar of any natural language

hase component of a descriptively

{Peters and Richtie 1969 : 151}.
According to Peters and Richtie (1969) and Peters (1970), the way in whteh
this hypothesis is formulated allows for the discovery of many universal
bages, This formulation is too general and makes it possible to arrive at two
or more difforent transformational grammars which generate the same strue-
tural descriptions. Ap additional complication lies in the fact that difterent
sipuctural descriptions may have the same empirical consequences. Kot in-
stance, Peters argues, the lexicalist vs. transformationalist controversy cot-
cerning the derived nominals cannot be solved by an appeal to the native

gpeaker’s intuitions:

Linguistic intuitions of nntive English speakers ean be captured equally well cither

way. Furthermoro, nothing that is presently known about the manner in which
data to grammar provides a

general linguistic theory should projoct from simple
busis for proferring onc of theso analyses. Thas, as i stonds, transforinational
theory 1z inadequate to empivically detormine what s the buse component of the

grammar of English (Poters 1970 : 36).

In Peters’s opinion, this state of affairs is due to the weakly constrained
pature of transformations. Many grammatical phenomena arc explained by
ways of merc manipulations with transformagions. He gives tho cxample
of two different ways in which the underlying order of the same language

can be analyzed. Bach (1962) postulated verb in the sentence final position

in the underlying structure of German senbences. The verb was moved to the

gecond position transformationally. Ross (1870), on the other hand, arguced
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that SVO is the underlying order for German and that a special transformation
moves the verb to the sentence final position in subordinate clauses. The prob-
lem is that there is no way of telling which analysis is better on the basis
of linguistic intuitions of the speakers, because the intuitions COnCerning more
ly.
Finally, along with the growing conviction that some of the linguistic
universals may turn out to be cognitive universals, the theory should provide a
basis for distinguishing between the Apparent Linguistic Universals and the
Real Linguistic Universals'®. McNeil proposes 1o cxecute this distinction

abstract structures (if there are any such intuitions) eannot be checked direct

in the following way:

Wealk Linguistic Universals
universals of eognition and perception,.. .
Strong Linguistic Universals have a, IECHSSATY
becauso another purely linguistic ability
cient cause {MeNeil 1971 : 534).

According to him, this distinction is purely psychological. Linguistic theory
points to the universal features of language without any consideration of the
causes of these universals. The problem of the relationship between linguistic
and cognitive universals has not beon given much attention by linguists.

One of the reasons is that too little js yet known about the universal foatures
of languages.

4. Innate ideas

The classical dootrine of innate ideas, i.e., the theory that the acquisition
of knowledge and language is based on the a priori gpecies-specific principles,
found a contemporary spokesman in Chomsky. Unlike any other linguist,
Chomsky, with great persistency, refers to this theory in all his writings,
According to him, the issue of innate ideas has a great bearing upon the direc-
tion of linguistic and psychological investigations. Chomsky’s basic premises
for postulating innste ideas are the following four:

L. The distinctive feature of human language is its creativity. This specific
feature is lacking in animals which possess some systems of communication.
The evidence from the studies of animal communication points to the fact
that human language could not develop from more primitive systems of com-
munication. Features such as emotive, propositional, and purposive, found
in both human and animal languages, are not the distinctive features of lap-

guage as such; they can characterize other sctivities such as, for instance,
walking (Chomsky 1967).

1* Cf. Bever (1970 : 251) who states:

Thers are many instances in which the “‘grarmmeatioal” structure of adult Upguistis
sentences ig inflzcnced by mechnniam of langnage pere
that there are universal

intuitions about potenttal
eption and learning. The isolation of such cases suggeats
eonstrainls on the form of grammars which are not inherent fo the statement of univerast

grammar jtgelf, but rather the way in which grammar is lenrned and the use to which it is put.

havo a nocessary and sufficient csuse in one or nore

cause lu cognition or perception but
al8p 18 neccssary, cognibion i not o suffi-
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2. Language acquisition takes place at the age when a child is hardly
capable of anything clse. '
P‘-l The data available for the child are only & small sample of the material
that the child mastexs, | . o
4, Language acquisition is independent of intelligence of the individual
and of motivation. - | o
Chomsky’s conclusion is that each human mind is provided mth.a,n initial
structure that cnables a child to develop a highly ahstrajct system of gr'a.mt]iulr
from the data of senses. To discover this innate structure is the task .nf 2 lmgu;s;l ;
Thus the main problem for linguisties is to develop a hypothesis ajb'm.:at t ;
initial structure that is sufficiently rich to account for ' the &qu:l]S}tlﬂll O
language and which is not inconsistent with the diversity of existing lan-
guagea.- The basic assumption of this theory js that gencral features of lan-
guage structure reflcet not so much man’s experience as the genera:l character
of his capacity to acquire knowledge. Thus, innatc ideas or universals are
conceived of as a highly restrictive schema which determines v:rhat cognta
as a linguistic experience. This initial schema is supposed to rnst.n:ct a hmm}m
language in a similar way as the phonological systems are determined by the
choice of phonetic properties. | 5 mcarglPhrenin i
Chomsky maintains that postulating the existence of innate ideas 151 -th[i
best way of explaining & child’s language acquisition. Two ﬂ]dﬂ; psylemloglm.l
models failed to account for the ability to produce am%d und.erat,a:nd nm;e
sentences. One theory held that language learning consists primarily of [L e
imitation of the utterances of elders. According to tk}e \SE‘{EIJ.‘ﬂd t-heur;}-{}_ cm(i
guage acquisition is best explained by the principle of reinforcement com ]_JlE‘-
with imitation. Children emit utterances spontancously, ‘a,nd then they
arc sclectively corrected and reinforeed by their parente. Neither theory ex-
lains the ereative agpeet of the human language. . . |
: In Chomsky’s theory of language acquisition a child constructs a grammar
of his language on the basis of primary data. As a precondition for this task a
child must possess: —
1. a linguistic theory that specifies the form of the grammar of a possible
human language | | | -
2. o strategy for sefeﬂting a grammar that is compatible with the primary
linguistic data. ‘ . 2
According to Chomsky, only “innate ideas™ can explain the fact that a thlld
prefers one specific hypothesis about grammar over other hypotheses also
compatible with the data available to him®,

Rt (f. Chomsky (1962, 1965, 1972). In Language and frnina: C]?.O[‘fﬁ}; Iigni;ixf
Peirce's ideas about the aequisition of scientifie knowledge whieh are st ; 0 IB1:1 ew.l;
According to Peirce, the fact that in oarly sclence correch hy_pntheaes Tare fott;f,; humﬂ:n
on the basis of highly inadequate data points to the natural, mnate ability o
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If the theory of innate ideas is accepted, two questions will have to be
answered:

1. What is the character of the stimulation that sets the innate mechanism
into operation?

2. How did the human mind come to acquire this cognitive structure that
18 attributed to it?
These problems, however, are heyond the scope of linguisties.

Acquisition of language is a relevant part of the more general problem
of the acquisition of knowledge. By postulating the innate mechanism which
determines some cognitive processes Chomsky and other linguists following
his ideas take a definite rationalistic position in the old etnpiricism versus
rationalism controversy. According to the empiricist view, all that has to
be attribnted to the human mind in order to account for the acquisition of
knowledge on the basis of primary data are some data Processing mechanisms
and inductive principles. Aequisition of language consists, then, in inferring
the rules of grammar from the initially analyzed primary linguistic data.

The rationalist position is that apart from the peripheral processing
mechanisms there are innate principles which determine the form of the
acquired knowledge. This idea was developed by the thinkers to whom Chomsky
constantly refers — Descartes, Port-Royal logicians, Leibnitz (his famous
dictum, that learning is drawing ont what is innate in the mind under specific
conditions), and Humboldt (whose idea about language acquisition was that

one cannot really teach language but only present the conditions under which
it develops in its own way)??,

mind to construct correct theories. Pairoe rogarded inductive processes as ruarginal to the
acquisition of knowledge. =

Thore is also o close connection between Chomsley’s thoory of innate idess and the
views on human perception of the world of the Gostalt Psychology. Sense data do not
dotermine our porception of abjects. The whole pictwre of the world in the human mingd
18 determined by some kinds of cognifive acts characteristic of the' funetioning of the
hurman mind. The relationship botween what humsns perceive and what they havo
88 given on the busis of sense impressions is highly arbitrazy.

7 The faet of Chomsky’s frequent referring to these philosophers does not mean
that his end their views on language are similar in each respoct. Ho diseisses only those
of their ideas which are in agreement with his own views and often disregards their other
views. The most ovident ease is that of Humboldt. Humboldt is not only known for his
views on language learning and “innere Sprachform”, but also of his relativistic views
in the controversy about the relation of language and thought. Together with Herder,
Saplr, and Whorf, he is on the opposite side to Chomsky’s position in this argairent.
Hizg view that different Weltanschaung of different peoplos is due to extreme differcneces
in the “internal struetrue” of their rospoctive languages is in appurent eonflict with
Chomsky’s views about universals. A direct anawer 40 the claiins of the Sapir-Whort hy -
pothesis froru the position of gencrative grammar 18 given in Lenneberg’s “Language and
cognition” {1971), Referring to empirical research connected with this problem, Lennoberg
states that naming is a consequence of categorization ruther thar its cause. His final
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Chomsky strongly opposes any empiricist account of the a,cquisitim% of
knowledge. He criticizes at length Quine’s v’iews' a._lm:r:t lal}gu&ge lei.rnli}g,
although the latter introduces an & priori prelmgfnat}c' quality space’ prin-.
ciple. Even with this principle, argues Chomsky, Quine is 1111?3;_})?.1)1& of explaining
the generative property of grammar?®, Chomsky’s severe L!I‘]tn]GlSTI’I of the behav-
ioristic school is well known; howcver, his position in relation to the neo-
behavioristic account of language learning is not known (ja,t least not to me).
For instance, Osgood’s representational mediation theox:y inclndes an assumy-
tion about some innately given human cognitive abi]ihes_such as gestai.lbl'lke
tendencies in perception or the principle of hiEI‘E}.I'E-‘-h}? in the Ol'ga.lllz&tlf)n
of behavior. Osgood’s argument proceeds along the l+1ne that, although prin-
ciples like these mentioned above are innate and meersrta,l a1}d_a.rﬂ I:E:ﬂcﬂted
in human languages, it does not mean that they are %u}gmstw umve‘]:'sa;ls.
It means, according to him, that they are universal cognitive features of men
(Osgood 1971). . -

Both rationalists and empiricists might agree that some “innate eapamt}i
has to be invoked in order to explain the mastery of langnage on the basis
of highly insufficient data. The question is whether izhe meehumgn_lsl of seg-
mentation, classification, and induction associated w1th t_hc en:t}flrlcmt view
arc adequate for this task. Chomsky’s answer is “no”. I—Il.:-:-. position h:.is. &.slso
heen eriticized. First of all, Harman states that Chomsky offers no ?cﬂ;l ﬂﬂt]ﬂl?ﬂl
of empiricism because whether the empiricist vigw is to bo rejected .&3‘11'11-
compaﬁbh: with the generative theory of language depends on how the principle
of induction is defined.

. ewpiricism must he either specified so narrowly that it may be ruled Dqt ﬂ-t l-JhE
start without appeal to transformational grammar, or defined so loogely, in whic
cnse 1t turne oub to be compatible with transformational grammar (Harman
1968 : 425). ) |

. one eannct support rationalism by showing that only languages Iwmh cortain
types of grammar {e.g. transformational grammar) are lﬁﬂrnable*_, SMCO an em-
piricist conld roply that this shows only that the prineiples of induction used {‘ii'irhlﬂh
must be biaged in favor of some hypothesig) ore biased in favor of the designed
types (Harman 1967 : 86).

Apart ifrom Harman, the innate ideas hypothesis was uriticize:d by ]?utna,m
(1967), Hiz (1967) and Goodman (1967). The main points to which their argu-

ments can be redvced are the following two: ‘
1. There is nothing surprising in the fact that languages have certain

conclusion is that: *“... the eognilive processes studied so far &ru}m‘g&ly independent
from pecularities of any natural language and, in fact, that cugn.ltlml ean develop :}:J i
certain extent, even in the absonce of knowledge of any language™ (Lenneberg 1971. : 50 3).

1 For Quine’s views, cof. Quino {1960). For the controversy between Quinc and
Chomsky, Chormnsky (1369} and Quine (1969).
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properties in common. The explanation of this fact does not require an appeal
to innate ideas. The princviples of universal grammar might, for instance,
indicate only to common historical origin of langnages (Hiz) 19678 What is
innate are only some learning strategies which enable both the acquisition of
Ianguage and solving of mathematical problems {Putnam). The relative casiness
of the first language learning can be explaincd if we take under considera-
tion the fact that language is not the first symbolic system that the child
acquires ((Goodman 1952).

2. The hypothesis cannot be supported by empirical evidence, because
it is too vaguely stated. Even if it were more oxact, it could be supported
only by indirect evidence. Goodman concludes his article with the cbserva-
tion that ‘rather than facts crying for the theory, the theory is crying for
the facts® (Goodman 1967 : 26). The empiricist hypothesis has hardly more
empirical support. The issue reguires more investigation on both sidcs.

VI. THE GENERATIVE SEMANTICS APPROACH TO LANGUAGHK

It is generally agreed among linguists working within the classical theory
as presented by Chomsky in 1965 that it is incorrect. The weaker ¢laim is that the
theory of 18656 18 inadequate and has to be supplemented in various ways.
Lakoff’s theory of exceptions (1970 a), Ross’s (1968) and Pelmutter’s (1968)
output conditions, Postal’s (1971) cross-over principle, and Chomsky’s (1971)
surface structure interpretation rules are all attempts to improve and patch
up the Aspects theory. Apart from inadequacies, many inconsistencies of this
model have been pointed cut. For mstance, Woinreich {1966} observed that
(Chomsky’s model contained a duplieation in having a dictionary in the semantic
compoenent and a separate lexicon in the syntactic component. Thus, selectional
features such as human, animate, cte., whose task is to block semantically
deviant sentences, are repeated in both semantic and syntactic components,

The abandonment of Chomsky’s model was initially caused by criticism

of his deep structure, In the Adspects framework this level of linguistic analysis

eorresponded to the output of the base rules. In deep strueture basic grammati-
cal relations and selectional restrictions were stated and the lexical items
already inscried. Structures meeting these conditions were viewed as the input
to both the transformational component and the semantic interpretive com-
ponent. The main objections to the so defined notion of deep structure raised

* Buch a hypothesis, as Chomeky pointed out when discussing the views of Putnam
Goodman and Hi%, has no explanatory force {ef. Chomsky 1972 : 188). TG does not
reject tho claims that languages might have developed from one common language.
There atill remains to be explained why should a human language have features it has
and not others.
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by such linguists as Fillmore, Lakoff, McCawley, and others, who came to
bo known as generative semanticians, can be summarized as follows:

1. The grammatical relations such as subject-of and object-of arc not deep
structure relations. This observation was pointed out first by Fillmore {1966 :
: 21) who stated that:

...subjoct or object aro not to be found among the syntactic functions to which
semantlic rules must be aensitive,

2. There is no reason why selectional restrictions should be treated as
syntactic while they are, in fact, of a purely semantic nature. This argument
is mainly due to McCawley (1968 a).

3. The co-occurrence gelection occurs at a higher level of abstraction than
Chomsky’s deep structure, The first systematic attempt to prove this obscrva-
tion was Lakoff’s analysis of instrumental adverbs. He gave a number of
syntactic arguments for deriving two sentences such as 37 and 38 from one
common underlymg structure.

37. John sliced salami wnth a knife.

38, John used a knife to slice salams.

Lakoff showed that the instrumental adverb with a knife and the verb use o
Jnife have the same selcotional restrictions. Yet, sentences 37 and 38 would
have been assigned two totally different deep structures in Chomsky’s model.

4. Chomsky’s assumption that lexical insertion was to be prior to every
non-lexical transformation eould not be kept because the derivation of some
sentences would not be possible. For instance, items like former and latter
have to be inserted relatively late, because they depend on the order of el-
ements in the surface structure. In certain cases the possibility of performing
certain transformations depends on the presence of specific morphemes,
not just on their meanings, e.g., for is deleted after want but not aiter desire
(McCawley 1968 a ; 72}):

39, I want for you to win the prize.

40. I desire you to win the prize.

The conclusion based on observations 1 -4 and some further investiga-
tions of the matter was that in language semantic and syntactic phenomens.
cannot be kept apart and that a deep structure needed for the analysis of
language is much deeper than Chomsky’s deep structure. In the new approach
the semantic representation of the sentence is considered to be its deep struc-
ture. This thesis has the following consequences for the construction of gram-
mar':

1. The base component of the grammar generates semantic representations
directly. The base rules function as node admissibility conditions (local and
global), i.e., they specify which structures are the possible semantic structures
of a human language.



36 M. Lipinska

2. The semantic representations are labeled trees rather than sets of markers.
The elements occurring as terminal nodes of these trees are of two types:
predicates {(nouns, verbs, adjectives, prepositions) and indices.

3. The only types of rules necded for the derivation of surface structures
from their corresponding semantic representations are transformations (pre-
and post-lexical) and output constraints specifying what is a possible surfuce
structure of a given language®.

4, In the new model there arc no projections rules. The former deep strue-
ture plays no role in this theory. |

A semantie description of patural language presupposes the existence
of some other — simpler language in which this description 18 to be earried
out. Cenerative scmanticians have decided that the language of legic can
be used for that purpose. Logical formulac are supposed to present elearly
and explicitly semantic relations which are present in the sentence but which
may be unclearly and unsystematically expressed in the surface form. It is a
well known fact that ordinary language in many cases disguises logical struc-
ture. As Wittgenstein pointed out in Philosophical investigations, most hetero-
geneous forms are forced into the same schema, such as This paper i3 boring,
The weather 15 fine, I am lazy.

On the other hand, although the uwsc of logical language guarantees a clear
and unambiguous representation of the meanings of sentences, it 1s also ob-
vious that, being crcated for the needs of mathematics, it may prove an in-
sufficient tool for the analysis of natural Janguages. Natural language is not
constructed according to pure principles of logic. As Suszko (1970 : 51 )
obscrved, the structure of cveryday language follows the pragmatical role
of language (comprising the psychological, biological, and social phenomena)
to an even larger extent than its referential role.

What the generative semanticians postulate is the use of the so-called
natural logic. The logical form of a sentence is to be determined not only by
the requirements of logic but also by linguistic considerations. According
to Lakoff (1970 b), natural logic should possess these features:

1. Tt ought to enabic better understanding of the relationship between
grammar and reasoning.

2. Significant linguistic generslizations should be stated in this logic.

3. All concepts expressible in natural language ought to be expressible
in natural logic.

4. Natural logic ought to be capable of accounting for all inferences made
in natural language.

5. The sentential formulae of natural logic ought to censist of clements
of an empirically determined set of predicates.

® For a more delailed discussion of the atructure of gl‘ﬂ.:ﬂmr in the generative
madel, cf. MeCawley (1972).
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In natural logic, the operators and atomic predicates wounld not be chosen from an
arbitrary vocabulary, but would be limited to those which could veeur in the logieal
forms of sentences of natural languages. That is, they would be limited in part on
empirical linguistic grounds (Lekoff 1870 b : 198).

The final goal of linguistics, according to the generative scmantics view,
is to find a simple natural logic for natural language in general. This goal is
to be achieved by finding a limited number of clementary semantic units
and the rules of their combinations into lexical items and entities of higher
order — phrases, clauses, ete.

Generative semanticians claim that most of the lexical items of natural
language are decomposable intc more primitive conecepts. For imstance the
verbs kill, convince, persuade, lengthen can be represented by means of more
elementary predicates in the following way:

lill = CAUSE BECOME NOT ALIVE

convinee CAUSE COME TO BELIEVE

persuade CAUSE COME ABOUT INTEND

lengthen = CAUSE BECOME LONGER
In accordance with this, an approximation to thc semantic representation
of a sentence type 41;

41. X persuaded y to hil z
would be something like structure a:

|

a. S
Prrﬂg\\ ary
I I |
CAUSE X =y
L T Ny
Prled arg
1
COME ABOUT S
/ 2
Pred AT arg

[ i !
INTEND ¥ S
/ | :

T

Pred arg ATy
| : i
hit ¥ z

The elementary predicates of this structure (those in capital letters) are com-
bined into one unit by means of predicate lifting transformation applied to S,

and 8,. This transformation has the effect of adjoining a predicate to the next
higher predicate. The resulting structurc is shown as configuration b

- A —

CAUSE COME ABOUT INTEND
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Only now can the lexical insertion transformation replace this subpart of
the tree with a lexical item persuade. The other transformations necessary
for deriving scntence type 41 from structure ¢ are Equi-NP-Deletion and
Subject-Raijging; both percede the Predicate-Lifting.

According to Lakoff (1970b, esp. 233}, the recurring sentential operators
such as CAUSE, SAY, BECOME ete., ought to function as atomic predicates
n natural logic. These predicates do not vary from language to language and
their hierarchical relations are also comstant for all languages, Lakoff suggests
that the hicrarchy of atomic predicates which fake sentential complemgnts
by represented by meaning postulates of the following form:

A(5)=>B8)

For instance, the relation between CERTAIN and POSSIBLE expressed
in this way is:

CERTAIN (8,) > POSSIBLE (8,)
but not:

*POSSIBLE (S,) >CERTAIN (S,)

The primary method of arriving at basic predicates forming semantic repre-
sentation of sentences is based on paraphrases, The relationship between two
sentences, one being the paraphrase of the other, is such that while the firss
one conststs of fewer words, the second one is supposed to express the same
mesning by means of more but semantically simpler words, Serious objections
have been raised as to the synonymity of such pairs of gentences. Most of these
objections, however, can be disregarded, because they refer to the notion
of synonymity rather than directly to the method of decornposition employed
by generative semanticians. First of all, in view of the fact that no satis-
factory definition of synonymity has been worked out either by philosophers
or by linguists, and in view of the fact that if there is a good definition like
that of Goodman (1952), then no two expressicms' of the same language turn
out to be synonymous, it is better to accept the solution offered by Goodman
and gpeak about a high degree of “likeness” of meaning rather than any ab-
solute synonymity {Goodman 1952 ; 71},

It became quite obvious recently that there is more to the analysis of lexical
ibems than merely to decompose them by mcans of paraphrase. All kinds
of contexts in which a given word or phrase appear have to be taken under
consideration. As Shopen (1972) points out, for the purposes of linguistic
analysis establishing the logical equivalence of two sentences is not sufficicnt.
Thus, although two expressions such as bachelor and @ man who has never
been married mean the same, 1.e., if the sentence with one of them is true,
then the same sentence with the other is also true, yet they are not interchange-
able in all contexts. For mstance, only 42, and not 43, can appear in eontext 44:
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42, John has never been married.

43. John vs a bachelor.

44, — because he cannot stand the ceremony. '
43, in spite of its identical meaning with 42, cannot be accepted in the context
of 44, because they differ as to the entailment. The expression has never mar-
ried means that somcone has not undergone the ceremony of marriage, and
hence, the ceremony with anaphoric the is correct for 42. Bachelor, on the other
hand, only entails that a person to whom this word refers has not ul}dergnne
this ceremony. Facts like this have to be accounted for in semantic repre-
sentations. . '

A differcnt example of contextnal eonsiderations in esta:blmhu}g S::ﬂman:tlﬁ
representations was provided by McCawley (1972:51). He gives a justification
for treating look for as composed of two predicates: TRY and FIND. The TRY
component of look for aceounts for the fact that sentence 45 can have both a
referential and a non-referential interpretation:

45. Ernest is looking for a lion. ' _
Sinec iry to find makes no commitment as to the existence of object of find,

sentence 46 can be used by a person who does not believe that therc are such

things as unicorns: .
46, John is looking for a unicorn. '
Contextual analysis, as opposed to the simple decomposition of h:}i:ma.l

items, brings into prominence not just any semantic components of a given

itemn, but those which are relevant for the explanation of grammatical phenom-

ena. Adverbs, for instance, have been found in numerous cases to quify a

piece of the meaning of a given word, thus pointing to a specific hﬂrder}ine

in the total meaning of the word. To illustrate this point we may consider

sentence 47 discussed by McCawley (1972 : 73).

47. I lent Harry my bicycle unisl tomorrow. o
Usually wuntil tomorrow and the past tense of the verb are incompatible in the
same sentence:

48. *I stayed vn my room uniil tomorrow.

The grammaticality of 47 can be explained only if we accept the fact that

wntil tomorrow modifies only & part of the meaning of lend, namely that part

which can be paraphrased as: ‘‘Harry possesses my bicycle™ &. |

It is & matter of principle for generative semanticians that the aemm}tm
represcntation of lexical items be justified on syntactic gmunds. A cla.,sswa:l
cxample providing syntactic arguments {or the semantic rezpresent'a.tmn is
Postal’s analysis of the verb remind as being decomposable into siréike o _ba
similar (Postal 1971). This article was an important contribution to the dis-
cussion about the choice between standard theory and generative seman-

31 Ag an approximation to tho semantic structure of 47 MeCawley (1972 : T3} pro-
poses (diagram, p. 40)
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tics. Postal proves that standard theory, with its assumption that lexical items
which oceur in the surface structure are already present in the deep structure,
cannot provide a proper analysis of remind. In order to account for a number
of syntactic phenomena which occur in sentences with the verb remand,
a deeper level of analysis must be postulated. This level corresponds to the
semantic structure of “remind sentences”. One of the eonclusions that Postal
(1971 : 225) draws from his analysis, which is relevant for the generative
syntax versus generative semantics confroversy, is the following statement:

There is thus ample basis for the claim that it is an ompirical fact that ay one fol-

lows transformational derivation in roverse, one moves in a direetion of semantie

relevance, not in some arbitrary direction. This, I emphasize again, is an ermpirieal

fact, and one which doez not follow as such from the definitions of transformation
and transformational derivation.

The claim of generative semanticians that the semamtic structure of a
sentence can be presented as its logical form, ie. in terms of predicates,
arguments, quantifiers, needs justification with respect to two points which
have not been discussed here yet:

1. How do we know that rules relating logical forms to surface structures

arc grammatical rules (transformations).

2. Although it is known that the generative semantics theory can explain

a wider range of language phenomena than the standard theory, how
can it be shown that the new analysis is better than the old one with
respect to these phenomena which scemed to be successtully accounted
for in the standard theory?
An explicit answer to the first question was given by Lakoff (1970b) in the
article “Linguistics and natural logic”. He discussed there fwo grammatical
phenomena — adverb preposing and quantifier lowering. On the basis of his
analysis he stated that rules relating logical froms to surface structures overlap
with grammatical rules, because they generate grammatical sentences and
“filter out the ungrammatical ones”,
S0
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The second problem is discussed in some detail by Harman (1970) in the

article “Deep structure as logical form”. He presents arguments for preferring
a deep structure of the form @ (predieate followed by arguments) over a deep

atructure of the form b (subject phrase followed by predicatc phrase).

A. b.
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For instance, the passive transformations is much simpia:—:zr in the new g.l}::m]}tsls.
According to the earlier version, the passive transformation mmted the sub]ek{jt
of the sentence to the end of the verb phrase and put the olzf]&ct where t 3
subject used to be. Since it was not clear why the Dr.lgma.l subject Sht]lll;l‘ 131.1
up inside the VP, and not outside of it, a.tt&cheFl dlrectly to the S node, {11,111
ad hoc solution was devised. In the revised version l‘b'W&S as‘s‘umeq. t&at :Ih~e
deep structure of passive sentences contained a const_ltuent passive’’, 1 18
constituent appeared within the Verb Phrase because it was s;:;uppose(i! to ela.
form of Manner Adverbial. In this version, the transformation &p}ﬂl‘Eﬁd only
to structures with the “passive” constitnent and it mﬂve::i the subject NP
in the place of “passive” and the object to the place of subject:
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In the new analysis the passive transformation represents only one Dperqt%nn
— moving the first argument to the end of the clause. The seccmfi r_}pera.,tpn
— moving the object — follows autom&ticallj‘r as regular ﬂub]ecjs rmm;lg
(under the convention that the left-most NP is always the candidate for
surface subject):
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'Ijh.e s..uperiority of the new analysis over the old one concerns primazily the
simplicity of the theory; the new approach is simpler in the whole system
of the theory. Other examples discussed by Harman which prove the superiority
of logical form over the standard NP — VP form involve pronominalization
extraposition, and quantifiers. | :

Generative semantics not only changed the model of language and the
methods of linguistic analysis, but it also expanded the domain of linguistic
theory®. In opposition to sentence atomism of early TG, recent Linguistic
studies concentrate on such topics as: focus, topic, presupposition, and felicity
conditions of illocutionary acts. The domain of linguistic investigations in many
cases overlaps with the domain of philosophy and psychology. Since a handling
F'f certain linguistic phenomena requires an appeal to the cognitive and behav-
ioral processes of speakers and listeners as well as to some situational aspects
of the linguistic act, not only is the distinetion between competence and per-
_ formance violated, but also the distinction between what is lingnistic in nature
a_nd what is cognitive. As Maclay (1971 : 179 f) states in his overview of linguig-
tlt:‘a science, pretty soon the boundaries of linguistics will have to be redefined
with respect to neighbor disciplines such as psycholinguisties, cognitive psy-
chology, human communication, philosophy of language, ete. Nevertheless
whatever the consequences for linguistics, it is & good feature of any seiencé
1f it can make use of the results and methods of other disciplines and also
contribute to them.

We will discuss here in some detail the notion of presupposition and its
treatment in generative semantics. We will try to show b)lr. taking the ex-
amples from recent linguistic lterature on this subject, how the ini;'oduction
of this notion affected the theory of grammar, especially its explanatory power,
Any discussion of presupposition malkes it clear that the distinction botween
the linguistic knowledge and the speaker’s knowledge of the world is ex-
tremely -difficult to be drawn, expecially if we take presupposition in its broader
sense — a8 the fclicity conditions which involve non-linguistie situational
elements.

The basic fact about language on which recent linguistic theory relies
and which tries to make explicit, is this one: there is more to sentences thal:
merely conveying séme picce of information in terms of “who did what to
whom and when”, The grammatical form of the sentence shows that the
sentence not only asserts something, it also conveys additional information
about the speaker and listener -~ their mutual relationship, their knowledge
of the world and beliefs and information about the particular Iinguistic act.

s ey &
T'his expansion is not the result of the acceptance of the generativo semantics

{nnde]; hnj'c.\rer, the main contributions to these new topics have been made by generat-
ive semanticians.
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These additional aspects of sentences are discussed by linguists under the
terms of topie, focus and presupposition.

As to the presupposition itself, the distinction between assertion and
presupposition plays an important role in the grammatical diseussion of ques-
tions and negation, and in fact it was the analysis of questions and negative
sentences which first drew the linguists’ attention to the phenomenon of pre-
supposition. Tt was observed that is was the assertion part of the sentence
which could be questioned and negated, not the presupposed part. In mter-
rogative and negative statements the presupposition remains the samc as
in the corresponding declarative statements. For all three sentences: 49, 50,
and 51 the same presupposition Pedro 15 a Norwegian holds.

49. Pedro regretted being a Norwegian.

50. Pedro didn’t regret being a Norwegian.

51. Did Pedro regret being ¢ Norwegian?

Tn fact, negation is the generally aceepted test for presupposition, in accordance
with Keenan’s {1971 : 43) definition:

8 logically presupposes 87 if 8 logically irnplies 8 and if the negation of 8, B, also
logically implies S.

The term presupposition applies not enly to sentences. We can also speak
about the presupposition of individual words. For instance, the word bachelor
presupposcs that the person to whom it refers is male, adulé, human, ete.
Tt asserts that the person has not been married. Tt has becn proved by TFill-
more (1971) that certain classes of verbs can be very economically described
if the proper distinction between the asserted aud the presupposed moeaning
is made. He analyzed verbs of judging (accuse, blame, crificize, praise, scold,
ete.) with the use of very few scmantic primes such as JUDGE, DEFEND-
ANT, SITUATION, ADRESSEE, ete., and polarized them with respect to
the different presuppositions involved, For instance, accusc and praise turn
out to be semantic reversals of each other only as far as their presupposi-
tions are concerned. Thus 52 and 53 both assert that Harry claims that I wrofe
a strong letter to the company

52. Harry accused me of writing a strong lefler to the company.

53. Harry praised me for writing o strong letter to the company.
but 52 has the presupposition:

54. Harry judges that writing o strong letter to the company is bad.
whereas in 53 the presupposition 1s 595:

55. Harry judges that writing a strong letler to the company 18 good.

"There are numercus grammatical phenomena which are best explained
with reference to presupposition. Onc such case is the influence of the surface
distribution of certain elements npon the meaning of the sentence. For in-
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stance, Chomsky (1972: 108) dise
: \ : usses the occurren :
1 sentencees like 86 and 57: Gl S S U

56. Jokn 18 tall even for a pygmy.
- 57'. Even John 1s tall for a pyemy.
T'he dlfferer?t position of even in these sentences changes their meaning. Actually
1ﬂ1ere even 13 to b_e inserted depends on the presupposition made by tie 3 ;3{: :
If the pre%ppu's]tion is that pygmies are tall, sentence 56 will be usedp 1f th[;
E;'eml]?]pua,utmn{ .1s .that- pygmiea are short, sentence 57 will be a,ppr-:;priatej
; :}mh cys‘pmut . that m order to account for the difference of meaning
inetfeent&if.) and 57, the t-heory. of grammar must allow surface structure
inf{;:f-:;t- 1on rules, The gene_mtwe scmantics point of view is that the total
< m:h a,b:1'1t- tht? ‘meanu}g of the sen‘tence, presuppositions included,
P esent in the semantic representation, so that, depending on which
gia:mpp?;ztmnfm present in the deep structure, the rules of grammar will
derive either 36 or 57. It is obvious now that OTY .
1n_c0rpura,te presuppositions; yet the way ofﬂd:;ii};h;?:ﬂ ;Eﬁ?iﬁriliz lllasdt::;
with a separate interpretive scmantic component is mue-hz IOre Iml :
and lesls (‘:'Dnsistent- than the generative semantics model 23 S
W&Eﬁ}?mﬂ&?;f{j c-f+ the mmfluence crf presupposition on the surface phenomens,
mnpemfrzi ; 3}651111 Ii:.u;i; mid discussed by Lakoff (1971 b). This example
rerns the deletion o ¢ future aunxiliary s some  sentences we
car be dﬂ?'ﬂﬁi.‘-d, whercas 1n others it cannot, %h: %ffi.stiic::;:Ci;tl;rz:fzceh “‘E’H
presupposition: wifl can be deleted just in ease it is ]:1rf33up}:noqe;lethzr]fl :hf

o o Junll get
58, 1 { , J }my prycheck tomorrow.

will qel
59. 1 { y 4 }w cold tomorromw.,

60. Phe astronauls {HREE reburn

LO#ROT
i } FROTIOL.

A1 Tiheaitronbis will refturn) safely tomorrow.
Frefurn

23 A .
As Morgan (1969 : 169} points out, in order to account for the

I Whoheactimir 0 upgrammarticality

E S ; 9 5
;.* J!‘H..-H.{aﬁ the sun 15 out right now, it would be tHme fo get gy
: .S-wf.se g.h& sun were oul vight now, #'s tme lo get P =
gra,mmefri* Wliﬁl Interpretive sermantic ecomnponent has to either
a. spocifly the factivity ' :
ty of wsinee and the possible surfuce compleinonts of since, or
k Nee,

b. il l] O tlh 'L' i [ ] 5‘ W 5] !p 3
™ = 5 U ﬂ ":' ].l-“n
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Lakoff (1971 b) has observed a very interesting phenomenon, namely, that
the same string of words can be a grammatical sentence or an ungrammadtical
sentence, depending on the presupposition. In the case that he discusses,
the term presupposition refers not only to the general knowledge of the world
(possessed by the speaker or shared by both the speaker and the listencr)
but also to the common cultural background of the speakor and the listener.
Thus 62, with contrastive stress as indicated:

62 Johm called Mdary a virgin end then shé wnsulted him,
is grammatical
only relative to the presn pposition: to call someont a virgin is an insult!

There are cases in grammar where the insertion of & given lexical item
depends wholly on the presupposition and cannot be predicted from the re-
presentation of the basic proposition. Jor instance, but veplaces and (or
whatever the counterpart of end in the semantic Tepresentation is) in cases
when the second conjunct expresses something which is contradictory to
the speaker’s or listener’s expectations, based on his knowledge of the world
and social conventions. Thus the sentence: '

63. It is June but it i85 snowing.
asserts that: It 8 June and i is snowing and Presupposcs that Snow tn June
is contrary to the speaker’s expectalions. Under this presupposition bul is inserted
instead of and {Lakoff 1971 b).

Due to the incorporation of presupposition in grammar many observations
about language came to be stated explicitly. It appears that numerous prob-
lems which in traditional grammar were dealt with by supplementing the
basic rules with long descriptive statermcnts about when to use a given eonstruc-
tion, can be accounted for by representing presuppositions in the semantic
structure of sentences. To such cases, among others, the always troublesome
conditional sentences belong.

In spite of the fact that many linguists have recently been prevceupicd
with presuppesition, the problem of the formal representation of presupposi-
tion has not been solved yet. Lakoff (1970b : 209 ) proposcd that presup-
position be represented as a separate proposition in the form of a tree diagram
which would occur to the vight of the main tree, following the sign of pre-
suppositional relation “_," The question, however, can be asgked whether
the sentences forming presuppositions can be treated in exactly the samo
manner as the actual linguistic utterances or whether some additionsl nota-
tional conventions should not be devised for them. This problem is conneeted

The first alternative is undesirable besause the same fact is statod twiee in the theory.
‘I'he second possibility allows the grammar 1o dertve 1 and 2 and leaves the rejection
of {hese sentences 0 the intuitive judgeronts of tho nativo speakers. In the genecabive
semsntics approach, the factivity of since will be spoeified at the decpest lovel as a seinantic
property.1 and 2 will be rejected by grammar as involving contradictory presupps Y31 0N,
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with the problem of whether presuppositions
in nature, as Osgood (1971) claims.

If we were to summarize briefly the state of current . linguistic research,
we would have to say that after working out the general theoretical framework
within which the grammars of languages ought to be described, rather than
concentrate on elaborating detailed derivation of at least the
Ing to the basic core of language,
the guestion “What else will
aceount?”

are linguistic or psychological

sentences belong-
linguists are preocuppied with answering
the grammar of language have to take into
- Finding and expressing the new facts abont the complexity of
natural language is one of the main advantages of modern linguistics. But. so
far, the theory is still in the stage of vague proposals rather than actual solu-
tions to the problems. The assumption implicit in this situation is that instead
of writing specific rules for each sentence as soon as some phenomeng about
this sentence are discovered (as it was tho practice in early TG, and then

changing them when the new phenomens are discovered, it is

better to wait
until the whole complexity of

what is to be described emerges from various
preliminary investigations and only then elaborate the rules of grammar,
because the probability of their being correct is much greater. As an example
of the studies of the phenomena which might appear to be peripheral, but
which reveal further complexity of language, we might quoto Lakoff’s (1970 b)
observations about qualifying phrases and Sadock’s {1970, 1971) discussion
of “whimperatives® and “queclaratives’, By qualifying phrases Lakoff mecans
phrases which cancel the presupposition of the scntence they qualify. For
instance, in 64 the if-clause cancels the presupposition of the first part of
the sentence. which is Sam was beating his wife.
64. Sam stopped beating his wife if he has ever beaten her at all.

Sadock focused his attention on the divergence between the form and the
expeeted funetion of certain constructions. Thus, sometimes sentences which

are formally questions function as imperatives (as 65) and questions funct
as assertions (66)

65. May I have a drink?
(=Give me a drink)

66. Who gives o damn about Turing Machines?
(=Nobody gives a damn about Turing machines)

10M

VIIL. IMPLICATIONS OF MODERN LINGUISTICS FOR CONTRASTIVE ANALYSIS

As we have pointed out in the first section of thi
in languages depends on how the investigator conceives of language. The general
theory of language determines the mcthods, form, and goals of contrastive

studies. With the changing theory CA ought to change, providing the new
theory is of higher scientific value than the old one. It is our standpoint here

s article, what is compared
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that transformational theory represents a higher degrt:iiz of uid?rstﬁd;ii
. the structuralist theory. It 18 n
- henomenon of language than ¢
= tl:fofn ;} one being wrong and the other correct, or even not 8 question
q;l i?‘l: new theory being an improved formulation of old theory. Sl(rmc stz'l;];
: h | ibi f Janguage (accor
i ' g the surface structures o g :
turalists dealt with deseribing | i
i i t language is), they develope Ar own
to their understanding of wha 26 18 ansE i
i - tific terms matching thei
; rocedures and introduced scien . ;
iv&rgs f]ir as the deseription of surface structures 1s coneem{i:d, their metl;ods
ant:l terms are still retained, and there is no need of replacing them as long
hey work. o e
" tfl[l‘;i superiority of transformational thinking over the atruchzﬁl:}h;:r
iows consists in its approach to the relationship hetween language an ;J =
1Erlhenu{}rr:urazn.a, related to language, Structuralists analyzed laEgu:ge a% 8 fP ;ence
; e ' i i - ‘ithout any referen
- ts and patterns wi
on per se and described its um : ] eng
il;ei:nytlljing outside language. The units of the system were justified Wi?;ﬁ
the svstem itself. Transformational theory not on!y ‘stresses: the connect
b iwfen language and thought, and the deterministic relationship biwssz
¥ X 3 * l l
h;man cognition and human language, but alsu.seeks as 1t?. g(]:-&lt;ol atjniﬁve
relationship explicitly. The assumption of TG is that basically E ctgd =
and perceptional processes of humans are the samc, and they are reflecte

' smatic way in all languages.
sistent and systematic way m 4 o .
C““;lf this view on language is accepted, then the main implications for
summarized briefly as: | - .
- 1beot cannob limit itself to the enumeration of the diffcrences &ndl 81 m;lar
. ; =
ities between the subsystems of languages (such a8 tense .system, vowe s;}rs Eivi
odification structures, etc.). Nor can it be satisfied with coni?raﬁtmg eqatua
Z}ent sentences in. two languages without using & tl}enriei.alca_ a,fpai; “
Nowing the proper formulation of differences and similarities in terms
8 , s
: 1 laws. *
EPHZTE'CA has to be meaning-based. What is to be compared e the w&yg
of Hs;.preqsing- the same meaning in different languages. Tl-ua chffnern:e:nm;:1 ;I{:n
simélaﬂtiea are to be found in derivational proccsses l.{-:-a.dmg fromdeﬂ_milar-
seﬁant-ic structures to different surface structures. The filﬁerencei &nd ﬂ*lv&tiﬂn
jties are expressible in terms of types of I'Ulnes;I required for the den
; i these rules.
: ces and types of constramts on : ‘ _
’ bgntgg has to ti]Ee as its language model one which treats sep&ntm cmilpis
nent‘ as generative, i.e., one in which the derivation of the ?ententi:: ;izr)
from its semantic structure, for at least thrce (connected with cac )
1s: ‘
rea*s; the syntax-based model, such. as that of Aspects, as 1t was pxinvlfd ::ld;
- pointed out above, cannot cope with a number of grammatical phen

€na,
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b. syntactic deep structure is in fact a very shallow and specific language

dependent level of analysis,

<. the common syntaetic base (in the meaning of Chomsky 1965) is some-

thing which would still have to be proved and, thus, could not be used
as a level of reference in the comparison of languages. On the other
hand, the possibility of expressing the same meaning in different lan-
guages can be reasonably safely assumed?. "

S0 far there are two main proposals for a semantically based model of
language. Onc approach is that of generative semantics. It has been discussed
above. The other is Chafe's proposal presented in his book M eanang and
the structure of language (1970). The basic difference between these two
approaches lies in the fact that generative semantics is sentence oriented
and Chafe’s grammar is word oriented. In Chafe’s model the derivation of a
sentence begins trom a predicate which according to its features, combines
with noun phrases into various types of sentences. Unlike generative semanticist
Chafe tries to give concrete rules for the derivation of the basic core of lan-
guage. His proposal, however, concerning the gencration of semantic structures
is of little value for CA, because his semantic structures provide too littlo
semantic information and because these structures are in fact based on the
syntactic principles of combining words into sentences which are found in
Indo-Kuropean languages. One of the reagons for which the generative sem-
anticists refrain from proposing rules for forming semantic representations
of sentences is the fact that these rules huve to operatc on universal somantio
primes of which too little is known so far. It is one of the goals of CA, and one
of its possible contributions to the general theory of language, to provide
the answer to the question of which of the semantic features snd semantic
principles of their combinations into words and sentences are to be choscn
as universal, i.e., as being useful in the most cconomical description of lan-
guages,

It seems that although the comparison of any two langusages ean lead to
intcresting results, the most systematic and economica) way to establish
the universal features of languages would be by way of a progressive comparison
of languages according to their genetic relationship — starting from the com-
parison of a few closely related languages and ending with the comparison

# The cultural difference reflectod in different concepts expressed by lexical 1tems
which do not have their counterparts in other languages are regarded here us marginal
phenomena. It is not the language in such cases which dves not allow the expression of a
particular coneopt but the unawareness of the existonce of some aspeets of reality which
does not allow the formation of a given eoneept. Once the poople acquire the new concept,
they find ways of exprossing it in thoir language — either by borrowing, or by iuventing
a new word, or by using some deseriptive means. As Chafo (1970) rightly pointed out,
lexical difforcuces reveal differeness not so much botween, languages as between people,
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of the features of large families. This procedure would lead, by a process
of elimination, from sub-universals (features common to a group of languageés)
to real universals (features common to all languages). The search for universals
would then be viewed as a specific kind of reconstruction: but instead of
proceeding back along the axis of time, the investigator would proceed higher
on the axis of abstraction, from what is surface and variable to what is deep
and constant. Although it is only a hypothesis that the deep similarity of
languages is corrclated with their genetic relationship, it is highly plausible
and certainly worth investigating.

No matter whether viewed as a “theoretical” task or for strictly pedagogical
purposes, the main assumptions about CA remain the same. It is not true
that CA done only for the sake of facilitating the teaching and learning of
foreign languages is simpler. We claim that the opposite is true. Apart from
establishing realization grammars for the two given languages and making
the differences and similarities between them explicit, a pedagogically oriented
CA has to devise additionally a transfer grammar whose task is to relate
the realization processes of one language to the realization processes of the
other language, It is necessary to emphasize that if the transfer grammar is
to have any explanatory power and psychological relevance, it has to be based
on realization grammars, i.c. on the systematic distinction between what
is common and what is different and how it is different.

By transfer grammar we mean an approach to the comparison of two lan-
guages which results in the rules of the following form:

In conditions 4 rule  of the realization grammar of the source language
1s replaced by rule f of the realization grammar of the target language,
where /. refers to formal conditions represented by specific configurations
of the trees,

Until recently transfer grammars were usually obtained by a mechanical
pracedure of contrasting the surface structures of two languages under the
condition of meaning equivalence or sometimes only formal equivalence.
This approach underlay the language textbooks for many years. Some of the
contrastive works, even after the advent of TG have bheen written in this
fashion. For instance, the contrastive parts of The grammatical structures of
English and Spanish (Stockwell 1965) consist of statements of the following
type:

a. Hlement A in English is element B in Spanish,

b. Element A in English is either B or € in Spanish,

¢. HElement A in English does not exist in Spanish,
where A and B meun surface clements. Such a grammar meets the require-
menés of observational adequacy only. In the discussion of learning problems
which follows these statements the anthors enumerate differing structures,
regardless of whatever lexical items may occur in them. Their comparison
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of sentence patters, for instance, is based on the formal equivalence. Tt is 1
well known fact however, that often formal similarity disguises some relevant
differences. If, for instance, English students of Polish know that the sentence
pattern: Subject — be — Adjective is common to English and Polish, it does
not mean that they know how to use this pattern correctly. Thus, although
the translation equivalent of the English 67 is a congruent with 68 in Polish 25

67. This flower is beautiful.

68. Ten kwiat jest prekny.
yet for the English 69:

69. I am comfortable here.

(Subject -— be Adjective — Locative)
there ig no congruent structure like 70 in Polish:

70, *Jestem wygodny tutaj. | .

The. translation equivalent of 69 in Polish is 71, which follows a different sen-
tence pattern:

T1. Jest mi tutaj wygodnie.

(be — Indirect Object — Loecative — Adverb)

Meaning and structure of language cannot be treated scparately, and this claim
is one of generative semantiocs; there is no natural boundary between syntax
and semantics, Any such boundary is artificial. Such a statement does not
mean that a linguist cannot devise such a boundary for his purposes. As
in other seiences, so in linguistics, it is legitimate to disregard some aspects
of the investigated phenomenon in order to analyze better some of its other
aspeets. The point is that the ideal conditions of scientific investigations must
not be taken for true conditions of reality. In order that the model of a given
part of reality fitted reality, it has to incorporate all relevant agpects observed
in reality. The models that do not fit are useless. After all, the goal of any science
13 coghition understood in such a way that the knowledge gained in science
can be used by people. The Ianguage model has to be devised in such way tha
it fits the mental reality and thus, explains the working of language, and further,
the way the hhuman mind operates,

(ictting back to our distinction between thc reslization and transfer
grammar, a realization grammar of any given language is understood as a set
of rules necessary to derive all grammatical sentences of this language from
their corresponding semantic representation. As has been mentioned above,
for pedagogical purposes realization grammars will have to be supplemented
with transfer grammars.

The differcnee between the old and the new approach to contrasting lan-
guages can be illustrated by the following diagrams;

8 Tho term *“‘congrnont” is used hare in the sense of Krzeszowski (1971). Congraent
congtructions are mutually translatable constructions of two fanguages and they consist
of the same number of items arranged in the same order.

Contrastive anatysis and the modern theory of L iifreige 31

OLD APPROACH

" ((RAMMAR OF Fir GRAMMAR OF L,
TENSE SYSTEM — ¢ TENSE SYSTEM
DECLENSION SYSTEM —_— DECLENSION SYSTEM
FORMATION OF QUEST, — FORMATION OF QUEST.
TRANSFER RULES
ur b.

SPRUCTURE 1| ———s | STRUCTURE 1
STRUCTGRE — | S'RUCTURE
STRUCIURE 3| — W | STRUCTURE 31

1%
8-

S o
TRANSFER
RULES
NEW APPROACH
3 UNIVERSAL SEMANTIC
PRIMIEES
Formation rules
UNIVERSAL [ SEMANTIC REPRESENTATIONS
GRAMMAR 3
Common realization
A, rles for all
lapguages
. ] o
B. j _ Cammon realization

rates for L, and L,

Realtzation
rules of L;
{nnd not. L,}

Reunlization
rules of I,
{and not L,}




52 M. Lipinska

These diagrams present the whole situtaion simplified and even incomplete.
Diagram 3, with which we are now concerned, does not show how and where
the Universal Phonetic Primes and the phonetic representations enter the
picture. The output constraints which restrict the possible surface structures
also ought to be included. Some of these eonsiraints are universal and some
are language speecific. For instance, Rose’s (1968) Hrozen Structure consiraint
is valid for both English and Polish; hence, the ungrammaticality of 72 and
783, in spite of the grammaticality of 74 and 75:

72. *The coat which a girl came in who had worn was torn.

78. *Ten plaszez, kidry jakas dziewczyna weszle miala ne sobie byl podarty.

74. A girl came in who had worn this coal.

75, Jakad dziewczyna weszla, kiora miata na sobie fen plaszez.

This constraint states that if a relative clause has been extraposed the el-
ements of this clause cannot be moved out of this clause (for instance by
relativization as in 72 and 73).

Another constraint which forbids any NP to be moved out of the environ-
ment [Preposition —] affects Polish, as the pair of sentences 76 and 77 indi-
cates, but it generally does not affect English:

76. Patrzylem na te obrazy.

7. *Ktére obrazy patrzyles nat

78. I looked at these pictures.

79. Which pictures did you look at?

On the other hand the Left Branch Condition which affects English does
not affect Polish. Thus in 80 what cannot be separated from eolour, hence
the ungrammaticality of 81, but in Polish hoth 82 and 83 are grammaticsl:

80. What colour s this?

81. *What is this colowr?

82. Jaki kolor to jest?

83. Jaki to jest kolor?

Language specific constraints have to be stated in the transfer grammar some-
how too,

Tt is important to realize that diagram 3 is not a model of the derivation
of a sentence but a model of a grammar, so that in section A, for instunce
rules can oceur which are relatively late in the process of deriving sentences,
and in section O, although it is less plausible, rules which are relatively carly
in the process of derivation. The rules in the diagram are ordered from top
to bottom, not according to their successive application but according to the
criterion of their universality, These two criteria may and do somctimes
overlap.

Another fact which has to be stressed is that all realization rules are trans-
formationsl rules, i.e., cach such rule defines the difference between two irecs
representing the consecutive states in the derivation of sentences (to be precise
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one should say that these differences are not between trecs, but between their
branches or sub-branches because transformations are in fact local deriva-
tional constraints). It is thus diffieult to say what form the transfer rules will
have. Still too little is known sbout the universals and realization processes.
Before we can attempt formulating transfer rules, CA has to limit itself to the
task of discovering universals and sub-universals by comparing different
langnages.

The main problem which faces modern linguistics is that of semantic
representation. Before the question of how the meanings of utterances are
to be represented formally ¢an be answered, the problem of which items these
meanings consist has to be solved. The optimal choice of the universal set
of semantic units with regard to the criterion of explanatory adequacy can
only be obtained by means of a systematic comparison of many languages
within the same theoretical framework. The so-called lexicalization processes
are of primary importance here. These processes consist in the different ways
primary predicates can combine into concrete lexieal items in specific lan-
guages. Since, theoretically, given a set of primary predicates, these predicates
can confluence in many different ways resulting in effeet in lexical items which
do not exist in any natural language, discovering the empirical restrictions
on the possible lexical item of a human language is essentail. Sofution of the
problem of the possible lexical itern may turn out very helpful in answermg
some of the questions about buman perceptive abilities.

There is some evidence to support the hypothesis that lexigel items of &
given language are formed out of the primary predicates according to the
syntactic rules operating in this language. For instance, McCawley (1970)
claims that reflexivization is involved in the formation of suicide from to kill
oneself, and Equi-NP-DEL operates in the derivation of malinger from the
mare basic pretend to be sick, According to McCawley (1970 : 243):

. langnage will only permit loxieal itors which correspond to gvntachic constiti-
ercla that would arise from well formed semantic representations through existing
preloxieal transformsttons.

Problems conpected with lexicalization, even if one restricts onescl to one
Janguage, are numerous, Some of the questions which will have to be answered
are the following ones:

1. How should lexical gaps (items that do not exist in a given language)
be accounted for? We are interested here in those lexical items which are poss-
ible Jexical items of a human language and which do not occur in u given
language. A distinction has to be made between items such as, say,*o goand,
formed from the constituents go and and, which probably does not exist
in any language, and items that occur in some languages and do not appear
in others. For instance, a lexical item corcesponding to o drink from a botile
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does not ocenr in English or Polish, but it exists in Dehu (gahan). The first
type of lexical gap will be dealt with in universal grammar. The other type
of lexical gap, which includes also phenomena such as the nonexistence of
*passer (from to pass an exam) as opposed to the existence of tnvenfor (from
to invent something) will have to he accounted for by particular grammars
of different languages.

2. Until recently the hypothetical primary predicates were established
on the basis of a simple paraphrase. Thus, for instance, %ill was decomposed
as cause to become not alive and bachelor as @ man who has never beem married.
Logical equivalence of sentences in which these exypressions could appear
wais regarded as the primary criterion of a paraphrase relation. It meant
that two expressions had the same meaning, if one could replace the other
in the same sentence without any change in the truth value of that sentence.
Since, however, as was mentioncd in section VI, logical equivalence turned
out to be insufficient for the purposes of linguistic analysis, the semantic
equivalence, in the sense of Shopen (1972), has to be cstablished on the basis
of the equivalence of two expressions in larger contexts. Let us exemplify
the problems connected with establishing semantic represcntations with
a brief discussion of inchoatives of the type:

83. The road widened.

The first paraphrase which comes to mind is 84:

84. The road became wide.

80 that the first approximation to the semantic representation of 83 might
be samething like structure a:

S
Prod a:rig
I i
BECOME / S, \
Pri?.d iag_l;g
COMP a
.Pr;}d arg
WIDI fthe rondd

To derive sentenee 83, apart fror the transformation of predicate raising which
puts WIDE and BECOME under the domination of the same 8 node (at
this stage the derivation of 84 ends) and additional optional transformation
18 performed which merges the two predicates into one lexical item WIDEN.

This approach treats 83 and 84 as paraphrases, i.e. mutually interchange-
able, but it 1s not correct beeause only in one of its meanings is' 83 equivalent
to 84. As Lakoff {1966) observed in the article “Some verbs of change and
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causation”, it is necessary to distinguish between the absolute sense of WIDEN
(in this sense 83 is synonymous to 84) and the comparative sense. In the com-
parative sense 83 is synonymous to 85;

85. The road became wider.
Incorporating this information into our theory, we might state that apart
from the semantic representation ¢, sentence 84 may also bc derived from

semantic representation b:

D
Predﬁ\-ﬁ arg
|
S,
o %
BECOME P;:ed a,lrg
Adj NP
: |
WIDE the road

What this amounts to is that in order to express the meaning represented
as structure @, the speaker of English may say cither 83 or 84; and in order
to cxpress the meaning represented by strueture b, he may use either 83 or 85.
The difference between meaning ¢ and & is in fact the difference in presup-
position. Thus, whereag 84 presupposes that the road was not wide before,
85 does not presuppose anything about the provious width of the road. The
assertion of both sentences is the same, something like structure «. The COMP
element (comparative) under this analysis belongs to the representation of
presupposition. Any thcory which claims to have explanatory value has to
explain the mutual relation between these threc sentences (83, 84 and 85).
Even if we were to accept that the pairs 83, 84 and 85, 83 are stylistic variants,
the conditions for the use of one rather than the other would have to be stated
in terms of different styles.

A related problem is that of the relationship between become, get, turn,
grow, and come about, used interchangeably in some periphrastic inchoative
constructions. Are sentences 86, 87, and 88 synonymous?

88. The sauce became thick.

87. The sauce came to be thick.

88, The sauce got thick.

Can it be assumed that given one semantic representation for them, the choice
between become, come to, and get is random? This does not seem to be the case;
at least the difference between 86 and 88 looks like a difference of style. 86 is
more formal and 88 more colloquial. Notice also that not each of the above
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enumerated ‘inchoative sauxiliaries® can eco-occur with each adjective
with an equal degree of acceptahility:

89. ? The sauce grew thick.

90. ? The sauce turned thick.

The grammar of a given langnage has to take these facts into account. Lan-
guages can thus also be compared as to how many lexical items (wholly synony-

mous or differing only according to style) can cortespond to the same semantic
representation of a sentence.

3. Lexical insertion has to be correlated with the order of other trans-
formations occurring in the derivation of a given sentence. Thus, certain
transformations may be blocked by the choice of some lexical items rather
than other (synonymous to them). For Instance, in spite of the synonymity

of 91 and 92 (onc meaning of 91 is synonymons to one meaning of 92):
91. John thickened the sauce.

92, John eaused the sauce to thicken.

derivations of these sentences from the same semantic structure involve
different transformations.

Do

s TN

Pr?d .‘:L‘ifg all_"g
CAUSE John e Se

PI"Bd a:lrg
BECOME ~
/ g \\
Pll‘ed d.:lrg
THICK the sauce

In order to derive 91, the predicate-raising applies twice, and the three predi-
cates CAUSE, BECOME, and THICK, according to the rules of English,
form one lexical item thicken. In the case of the derivation of 92 the loxical
Hem cause is inserted first. and replaces the predieate CAUSE. Predicate-
raiging can apply only once; BECOME and THIOK conflate mto thicken;
the subject of 8, (which is by now under the domination of &) is raised to
Sy, and finally the appropriate complementizer — fo — is inserted.

4. The fourth problem that we mention here is that of lexical items which
are used in more than one meaning. Can these cases be explained in the theory,
i.e., can the conflation of two different combinations of predicates into one
surface form be viewed as resulting from some rule of grammar, or should
1t be viewed as accidental and, hence, unpredictable by rules of grammar?
Robin Lakoff {1970 b) proposed that a single lexical item may represent

7
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two concepts only if those concepts are in the same serf:?;?ma If:tlz,s; 1:]}_132
concepts are said to be in the same “n.ajtu%‘al sgmantm class 11}]:11: A
meanings are common. As formal crl*t(-‘ermn Lakoff suggests d.dp;}:eg g
of meaning postulates and truth eonditions fnf any twc:; can 11i st p
membership of the same semantic class (1970 b: 224 - 32). coordiz gn o H,;
the concepts POSSIBLE and PERMIT meet these requiremec

i . r 3 cal item m
explains why their meanings can be expressed by the same lexi ety

as in 94 and 96. | _

93. It is possible that Sam will leave.

94. Sam may leave.

95. It is permitted for Sam to leave.

96, Sam maey leave. _ o
Lakoff (1970b : 232) comments on this cbservation:

natural it is for the same lexical tem to represent ’hhl:lb‘!fi c-;nc e e
makes a rather interesting claim. Namely, that there will be no ? ol e
in which the same lexical item will represent the two c.o_ncepts of pe

cortainty, or the two concepts of requirement and possibility.

Tt seems that in the same direction one might look for tl}{, expl;u'lat:;?i ;If
cases when two different lexical items of one ]a,ngua.g{:' hav & ?int? éra,n_d L
equivalent in the second language. For instance, Polish wiedziec and z
have one English counterpart: fo know.

97. Ja znam Anne = I know Ann. ‘

0%, Ju wiem wszystko o tobie. = I know everything abo:btft o, —
It is worth investigating whether the condition of belonging to the slzm u& .ES
antic class explains this type of lexical (:DI‘TESE[JUIlfiEIlGE.l‘?;i I?Itit“f'{.aﬁnbe :ignﬂi Bd

5. Another problem connected with fx;ail‘za;:;i m};et; ) ::: e “i‘ e
here concerns the neeessity of realizing the dstin ‘ e ¥ : 4 .

“loxicalization proper” and what was known in traditiona _ g‘r:;f,m '

;:]]Tl'lf}i(i}xliﬁ?ﬂjgil}&l dell'jiv:tiunal processes. We shall speak about lexicalization

proper in a case like 99:

09. CAUSKE BECOME NOT ALIVE = kill
CAUSE BELIEVE = convince '
and about a morphological process in case like 100:

Basic ’ | 1 . |
predicate \ Inchoative | Causstive
— S e Pl 7 -
nglish: WIDE widen :
= STRAIGHT atraighton \ straighten
Polish: SZEROKI | poszerzyé sie | poszerzyé
- PROSTY ‘ prostowad sig | prostowac
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The difference between lexicalization exemplified in 100 and the one exemyp-
lified in 99 consists in the fact that in the first cage the surface form of the
resulting lexical item can be predicted and in the other it can not be predicted
by the gencral rules of grammar. The morphological process is still productive
whereas the lexicalization proper is not. In order to agree with the linguiﬂtit;
intuitions of native speakers, the grammar of a language has to account for
this distinction.

Language differ in this regpect too — what is in one language an unana-
lyzablo morpheme, can in the other language be formed by means of morphol-

ogical derivation. Compare for instance the following pairs of verbs in English
and Sonrai?s, |

“Basic predicato” | Causative
~ English | Sonrai i English | Sonrai
|
learn COW teach cowndi
understand faham explain fahamndi
kmow bay inform bayndi
get logt | dercy loose derayndi

6. Finally, we shall point to the phenomenon of g different distribution
of meaning between words in corresponding sentences of two languages
Let us consider the way Polish and English differ in expressing existonce;
and location, In English these two meanings are systematic&ll; expressed
by the “there is” construction. The Polish translation equivalents relatively
?arre]}-‘ contain the verb fo be (byd). Instead other verbs are used. Which verb
15 used depends on the semantic features of the noun about the roferent of
which the existence or location is predicated. The interesting fuct is tha,t.
in spite of their different surface form, these verbs all convey the same meanjng,
(of cxistence or location); often in the context NP—LOC they do not have
any measning of their own. Compare the following English sentcnces with
their Polish counterparts; | |
101. There was a swing band on the radso.
W radio grala orkiestra tanecana.

102. There was a long silence,
Zapadla diuge cisza.

108, There was the smell of smoke and supper.
Pachnialo dymem ¢ kolacjq.

104, There was a stream alonyg the road.
Wzdtuz drogi plyngl strumien.

*¢ The examples are taken from Shopen and Konare (1970).
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105. There were patches on the slope.
Widaé bylo plamy na skarpie.
106, There was a wedding this week,
W tym tygodniu odbylo sig wesele.
107. There was a shoi.
Padl strzal.
108. There was a passage here.
Znajdowal ste tu pasaz.
109. There was grass on the plain,
110. Rownine porastale trawa.
110. Al over the place there were bits of paper.
W szedzie lezaly bawalki papteru.
The Polish counterparts of the English there ¢s with byé, although in most
cases acceptable, are much less natural than with the other verbs. The above
examples arve taken from Hemingway's For whom the bell folls and Steinbeck’s
Canary row and their Polish translations.
The transfer grammar of two languages will have to account for cases like
this too, although they are, as it seems, on the borderline betwcen linguistics

proper and stylistics.
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