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There is now no doubt that the major trend of post-Aspects syntactic
investigation is an ever-deepening search for a semantic base for grammars
(or Grammar). Although this search has done some damage 0 the notion
of paraphrasc as most linguists have generally understood that concept
(e.g. recently, Chafe 1970 :87; Polanski 1972:4), it has, on the other hand,
provided a more realizable basis for universal considerations. That is, it is
more reasonable to assume that a large number of languages (perhaps all)
might share rules such as
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Figure 1
in which abstract semantic units (here NP’s) are represented non-lincarly,

than to suggest that individual realizations of such rules as those represented
by the following diagram have any universal applicability:

S
,_.-"""’ﬁ--"--
NP /VP\
v NP
Figure 2

Although I have chosen here to pair Fillmore (1968) and Chomsky, (1965)
a rather large number of post-Aspects models of syntax might have been chosen
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to represent the turn towards semantic considerations, e.g. Gruber (1967)
McCawley, (1968, 1970), Langendoen, (1969, 1970), Chafe (1970} Lakoif,
(1970), and Ross (1970). Although semantic-based grammars are by 1;0 mean,;
uniform, all suggest that deeper (and therefore closer to universal) categories
of s_ynta,etic “classification’” may be uncovered by considering primarily sem-
antic notions. Thus, for example, Fillmore asks us to disregard domination
(in the classical Aspects or standard transformational theory sense) in determin-
ing the funetion of various NP elements in a string. He notes the lack of func-
tional similarity among the following so-called subjects:

1) John broke the window (with a hammer).

2) The hammer broke the window.

3] The window broke.
Why, Fillmore asks, should we call these three NP’s similar, except in the most
supcrficial (positional) sense? Of course, the standard theory would not have
overburdened the analysis with extra notation indicating the surface and deep
subjeet status of the items under discussion, but it would have us understand

that an NP immediately dominated by an 8 in deep structure automatically
acquires the identifieation “‘subject of”,
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Although Chomsky does not thoroughly develop these functional assignment
notions in Aspects, it i3 obvious that he would regard Jokn, the hammer,
and the window, respectively, as “‘subjects of” the above strings. His contention
concerning the semantic surroundings of the verb (in this case, break) would
be that strict subcategorizational and selectional rules would, eventually,
provide the same information (along with lexical readings} as, for example,
Fillmoro’s “case frames.” Here, for example, Chomsky would note that
break may take either-for — animate subjects but that it requires a +con-
crete object. In addition, the subeategorization rules would reveal that it is
an object-deleting verb, allowing sentence 3 above.

Syntacticians who rely more on semantic considerations do not guestion
the correctness of Chomsky’s observations about the bchavior of such an
item as break; however, they suggest that concern for semantic roles will
lead more directly (and explicitly) to the same results, do away with the necess-
ity for a separate, interpretive semantic component, and, most importantly,
yield universally valid generalizations.

Doubtless T have overgeneralized in this hasty characterization of Aspects
and post-Aspects grammars. Certainly I have done an injustice to the distine-
tion one might draw between the case (or “role”) systems of Fillmore and
Langendoen and the nco-transformational, formal logic systems of Ross,
Lakoft and MecCawley. In addition, I have excluded specific discussion of
Chafe’s suggestion that verbs, not nouns, bear the selectional load in sentences
and of Gruber’s notions concerning lexical transformations. I have not done
50 o mislead anyone about the differences which do exist among these several
proposals, but to emphasize the essentially similar semantic propertics at the
bottom of most post-Aspecis syntactic research and speculation.

Tn an earlier paper T have suggested that contrastive analysis is primarily s
practical tool, one which feeds students, teachcrs, authors, and curriculum
planners with explanatory detail (Preston 1972). Though T am as yet unshaken
in that belief, T am concerncd now with the selection of models for contrastive
analysis in the semantic area. In the above-mentioned paper [ suggest that
an eclectic approach which considers the linguistic sophistication of the teacher,
the lovel of proficiency of the learner, and the nature of the data to be prescnted
is the best solution for confrastive statements concerning morpho-syntactic
data {(and, probably, phonological, though I have not treated that question).
Such eclecticism, however, leaves open for sclection models which bring with
them little or no semantic sophistication. In particular, any choice of taxo-
nomic models, often powerful pedagogical devices (cf. Cygan 1967), suggests
that scmantic material must be derived from some other source.

In the short time that has clapsed between that paper on the choice of
linguistic models for contrastive analysis and now, I have grown to suspect
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that a transformational model (simplified) is a very powerful contrastive
device (for Polish-English) for relative clauses and VP expansion; that a
structural (taxonornic) prescntation is probably most suitable for negation,
mterrogation, and pre-nominal modification; that traditional statements
still serve best for larger verb and sentence modification structures (i.e.
complex adverbial clements); and that case frames provide excellent, early
specifications of basic string configurations and their constituents snd meanings,
though such u need for Polish-English is not at all clear. The difficulty with
this hodge-podge of syntactic specifications is, of course, that accompanying
scmantic statements are not available with every grammatical choice. Fven
where they are, there is no assurance that they are suitable vehicles for contras-
tive semantic statements. Certainly we would not select 8 Katz-Postal interpe-
tive semantic representation, with its inherent complexity, to accompany
& smmplified transformational comparison of relative clause embedding in
Polish and English, though the choice of that particular syntactic device
secms best,

To answer this guestion (or, at least, fo approach it), I should like to leave
formal linguistic considerations behind for the moment and concentrate om
the foreign language learncr as a Ineaning-perceiving organism. In short,
what I want to consider is the semantic need of the learner, rather than the
number of possible semantic systems which might be chosen for sontrastive
semantic analysis. (In fact, I would like to belicve that this is essentially what
I have proposed earlier for morpho-syntax, though I must admit that that
carlier paper scems more concerned with models than with pedagogy} (Preston
1972},

What is the semantic information a lcarner secks as he approaches a new
langnage! My guess is that it is peculiarly nonlinguistie, for, regardless of
linguistic theory, semantics always refleets that process which somehow
hinges on the interpretation of linguistic forms and their relations, and there
is no reason to challenge the productivity of such approaches, whether formid-
ably theoretical (e.g. Gruber’s lexical transformations) or patently simple
(e.g. the traditional lexicographer’s numbered entries of the senses of words).
Nevertheless, the fearner doubtless grasps the forms and relations of words

m a new language as reality vehicles rather than as multiply ambiguous
lingunistic units whose ambiguities and collocational propertics must be sorted
out by some appropriate linguistic process. By “reality vehicle” 1 refer to the
straightforward relationship the learner seeks between g phenomenological
entity of the real world and a linguistic form. At one level such relationships
are deceptively clear—they constitute the simple “point-and-say” method
of on-the-street noun instruction. (In fact, I should like to suggest here a
study of lexical facility of “immersed” versus “classroom” learners, My feeling
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is that immersed learners achleve a diapmpm.:'timna,te ]}mﬁcie:f].cy in ];1':1}-11.1;5
just as a result of this “point-and-say’”’ learning. _From English E} uilsibl,
where the complex verbal system is perhaps thrfa blgge.gt hurdh.:., :;1 e}ru%,umsd
are Tar from optimal). Beyond “point—a,ﬂd-sayj’, linguistic Dlrmstﬁn E 1.;3[1121:.111
envlogical entities do not correspond so nicely, of | cuura.n, : {;ug fﬁm.r%
believe that itis primarily the relationship the learner seeks, (Iex;;], }1{ e, cn' i 1:1. arﬁ s
the perverse situation of the linguist as_langgage i_earmar, t [.I"E.C',' 1 v,
concern for distributions and formal relationships .mlg}}t be cheaﬁwi}'_ s
At this point, excluding further mention of ‘Ll.li?- lmgulsi.: or ol‘rgiurb ":¥ 111[1 ;rnTuDUt
approach the foreign language learning task with peculiar sets, we may p

" forth the following hypothesis regarding semantic expectations in foreign

language learning: the learner seeks tﬂ‘djsmverp hcmt rnaht}rjﬂ 13;3%:;11#5;1{1
parcclled out, in the new language; he is not primarily concerned ‘ lp,
internal distribution of linguistic forms in the new 1&11gua,g.e+ Fﬂ;‘ n‘c[z;,mp i,
whether coming to English or Polish, the lua,:t_'n'ur ifs MOTE CONGETNE :; 1 1}5411{1(}1
sety as widzied, patrzed, see, look (verbs of Fl]SlDﬂ) a.ntd mzu-mwr:i '{U‘i ,’zaec:}s:;
understand (verbs of understanding) than w:ﬂ'fh the fact that wzdgi:e?;:l . i
may be doubly classified as both verbs of vision and xterb_s of 1;1]1 Eral .,.a, ulm g(;
Of ::-.c-ura"ﬂ, T am aware that this level of seeking for reality in t.h{..cfﬁxﬁ- agg fu
often finds expression in the old language ‘in g;ueh phm.ses as “How ,:.:: t}; =
say X or Y in such-and-such a language?” However, 1 (.](-} wl}ui 511:;}: i(.Xi{.al
such questions ask for one-to-one {::}rrespmulffmm resporses ot 1].. o ﬂ.{ru
items of the native language as much as they simply use ’rjh{a 11.a,t1rve :,;;bu . ?W
as the only awvailable vehicle for adjusting the structure of reality to the ne
: > s . '
1‘“‘%11%? reality arrangements, rather than slnmalla_tfic .d_iﬂtr]bj.l‘tllﬂﬂﬂ,‘ﬂ :;_:;11:
essentially, what Sharwood Smith attempt.ﬂ in his pedagugué& F;l} L
of future reference in ¥nglish (Sharwood Smith 1972} and wha,F \ a:*.wa,E{ .iiqh
attempts, on & much more limited scale, for verbs. of pt@ﬂ&pﬁl{ﬂl m“ ilgt]; 31;
Spanish, French, Thai, and Chinesge. _E-“:u_{*-h studies .Stttim tO s_iu%g,{fa;?h .
it i pedagogically more productive to irmn.e contrastive f%;?a.tt?mf::}l Z im (:tc ;
e.g., “onc talks about the future in English {or SBHSHJtlU_TI 11} 11‘“rim,](ml.l;]L
by using the following forms,” rather thm{ such ﬂ{?a,til'llents as, 0.2, the f
be +ing is used for the following purposcs m .En.g]]sh : -
Two considerations promote such descriptions of target la.ngugg{_.s,t j,heg
one strongly militates against them. First, this order of }thslsern;&tlff ):::b o
the hypothetical order of conecern in the .lea:trnnr proposed above sk
Jearner seeks a path from reality to linguistic form, not vice x;ars&. i t;],tim;
although this notion is not fully expanded here,_such an Drdfr 0 ‘ i{t‘esi:-n
secimns 1o lend itself better to usage und appropriateness considerations:
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Semantic Fornmial

1) shall /wilf
“future”’ 2} MV 4 Pres
3) be-tto+V (gonta)
f) going to < (gornta)
;} ete. ., (gons)
) ete..,
ete,..

Figure 6
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Al:;ihoug? duplication of information eventually occurs in both systems
Pedagogical grammars .sum]y seek psychological rather than theoretical el:
egance, Although linguists may take delight in noting that the reduced f
/gona/ fi{?ES not oceur when the form going to (actually, go-I-ing, the to d;e]nﬂrfg
Preposmmrllal]y) occurs as main verhb, there is no psvchﬂli’nguistiv v ]'d}?;
in sugg_ﬂﬂtmg that that fact takes procedence over se}nantiﬂ diff J* ?‘*1 i
"z ifferential in-
Set s't-rongly against this order of presentation (i.c. semantic — formal
; nc(]:;as_mna.l as opposed to florma.l — semanti¢ — oceasional) is, however
€ obvious fact that there exist elegant syntactic descriptions of lan Y
while no +pla.n which would offer a partitioning of reality has ever ﬁ}mgté
even minimal agreement among philosophers, ‘ e
etiUTlhE re-]fmmder of this paper, then, concerns itself with the basically theor-
al background for what began as a practical suggestion, What has been

proposed for contrasti o i ;
figure: 1ve studies up to this point is represented in the following

Occasional
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This expanded version of Figure 6 above, which allows for the incorporation
of contrastive detail, may be compared with the following expanded version

of Figure 7 above:

sensation _
_ cognition noncongruent —— usage
“Reality™ concretion congruent LN
Structure abstraction LN and LT usage
(same for ete. noncongruent
all L's) ete... LT usage
cte. ..
Semantic Morpho-syntactic Occusional

Figure 8

USH:gB
Noncongruent semantic < usage
LN Constructions < interpretations usage

{(‘'ongruent semantic e usage

interpretations usage
LT Constructions Noncongruent semantic \\ usage
interpretations usage
Morpho-syntactic Semantic Oceasional

Figure 4

Although the theory which provides for syntactic deseription Imn Figure 9
is “tighter” than any available philosophical theory for the first stage in Figure
8, the resultant duplication and confusion of description in Figure 9 {and
its failure to match the learner’s natural strategy in moving from reality to
structure) suggest that deeper (“reality”) structures offer a more convenient
theoretical and pedagogically feasible base for practically oriented contrastive
analyses. In short, answers to “How does one talk about X?. questions
exist in Figure 8 at a deep (universal) level, while such questions must be
answered from the middle of Figure 9, a solution which sends the learner in
two directions for answers to questions about meorphological, syntactic, and
oceasional correlates. In Figure 8, on the other hand, the learner moves from
“reality”’ to forms to use, a progression which surely matches more carefully
the psycholinguistic set brought by most learners to the data of a new lan-

guage,
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Two questions remain, and they are serions and annoying for the linguist
who approaches the muddy point in contrastive inguistics where theory
and application meet. In this case, for example, practical considerations seem
to disallow use of the most elegant theory available. While teachers, textbook
writers, and curriculum planners may be satisfied with that (They may even
say “So what!”), methodologists and psycholinguists are aware that hundreds
of experimental opportunities and many gencralization for teacher training
are lost if no coherent theoretical model stands behind cxplanatory classroom
deviees. (I should perhaps make it clear at thiy point that contrastive analysis,
I my opinion, serves primarily an explanatory rather than predictive func-
tion), :

(siven this non-trivial concern for theorctical models behind language teach-
ing, what theoretical forms ean 1) be assigned to the general partitioning of
reality indicated at the left in Iigure 8, and, 2) be assigned to the internal
structure of such items as “sensation’’, “eognition”, ete... given one stage
m from the left in Figure 87

It should be clear that the leftmost subdivisions of Figure 8 are nccess-
artly philosophical (phenomenological, if you will) rather than Linguistic.
On the other hand, category subdivisions, though given here in phenomen-
ological terms, will have immediato linguistic correlates. That is, for the “deep-
est” level 1 have in mind some such subdividing as follows:

[ - potent) { - COMMGIn) — -+-ahstract

s

—concrete

A
+living

o

(-Evolition) — “ajimate
P

-+cognitive
Figure 10

Such a tree as this, doubtless, is in need of much revision on the basis of
phenomenological research; however, it attempts to capture the essentially
non-linguistic categories of the world and display them in a hierarchy which
could be assumed to promote features down the tree (that is, such features
a8 4:potent, given at the level abstract, are understood to operate at every
remaining lower node of the tree). This is, then, the theoretical basis for the
“reality structure” suggested as a universal bhase at the left of Figure 8
above. Of course to the right of each major category symbol given above
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is & hidcously complex array of semantic classifications. For example, we might

think of Sharwood 8mith’s classification of future reference in English (cited

above) falling somewhere to the right of the {abstract entry roughly as
follows:

past
time present
futire
relations
{——potent) {-|-comtmon) — —{-ah:-;t-ra,{-.t< distanece oo 35 L
/ states s
—}—cojmrnt-c ete. ..
ete. .. 5 F TR

Figure 11

Of course, it may be immediately argued that we deal wit.h. rel?,tions mﬁmh
as lime and distance as concrete rather than abstract entﬂnfas in ]_E]nghsh,
but this is the previously mentioned philosophical rather than linguistic .]}l‘(i)h-
lem inherent to this entire discussion. On the other hajnc?, for .t]m {.z_nn.tmst.l:.rel,
linguist as well as the learner, the furth:er right we go in this ?'hllms_,c‘?h,‘ul?

diagram (that is, as philosophical complexity df:c.rmse%), the mgru #1313;111& 1@3 ":
interesting the categories become, The far left 1s, q*ultn.natumlly, Interes 135
to the language philosopher, and it may, at some time in the futnrn,'prnw e
a sound, theorctical basis for such deseriptions of language, but wh:a.t mtere?t-s
the learner is the everyday association he may make between reaj‘ltt}r B;.Tld‘h]l,:
guistic forms, For example, we might suggest that the ﬂﬂ,-t..(‘ﬁg(}rjf | inns.a.tmn”
fits into our more general diagram just one stage to the‘ rlgh.t i}i animate:

and that such subdivisions of sensation as “vision’’, “hearing”, etc..., fit
immediately to the right of that subcategory marker:

efC” N
e 4-vision
s TITLY
+living —!—}I‘IL.-].-I'.HID
v - sensation —,—ta,st:,l
1 ~touch
vnligi -~ -fanimate < |
RS +/ cte +smell

--eognitive
Figure 12

Now we are dealing in terms which are as interesting to the ordinary learner
ag they are to the philosopher or semanticist, for such questions as “How do
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I talk about SEEING in language X" are just the sort of “reality” o linguis-
tic form adjustment questions discussed above. Furthering the phenomen-
ological analysis of just “vision” for English one more stage, we might produce
the following: -

ete. .. ~}-vigion (Iﬁiﬂﬁ{)}

e +-sensation <
(+volition) — i’ﬁimﬂte < et
ete.”. ete...

LN

Figure 13

X kR i3

Let I, B and O represent “image”, “eye”, and “‘object”, respectively (object
here refers to concrete, beholdable things of the real world and has nothing
to do with traditional, transformational, or Fillmorcan funections, positions,
or cases). Recalling that+4volition is a necessary addition to all items to the
right in the tanimate line, we may “print out” of this phenomenological
component the following “strings™:

+VIEO
_VIEO
4-VIO
—VIO
+VEO
~VEO
1 VE
_VE
+VI
Vi
+VO
VO

Actually, of course, such strings are a reduction of 4-volition (represented
here by 4V}, +animate, +sensation, +vision, and onc or more of I (*image™),
E (“eyc”), and O {“object”). Though not established in the literature, I have
taken three linked parentheses to mean take at least one of the symbols
given or as many as desired. In these represcntations we have finally come
to the end product of phenomenological rules and are ready for linguistic
strings. The above sets might be represented by such strings as the following:
+VIEO Ilooked at the tuble (patrzeé, ogladad)

—VIEO [ saw the table (widzied)

+VIO I'm looking at the table (e.g. in my mind) {patrzeé, ogladaé)

—VIO 1T see the table (e.g. in my mind} (widzied)

+VEQO I'm looking at the table (e.g., but I can’t see it) (patrzed, ogladad)
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—VEO ?
4+ VE  I'm looking around (rozejrzec¢ sie, rozgladad sie)
—VE I can see (widzied)
+VI I’'m looking at colors (e.g. in my mind) (patrzeé, ogladac)
—-VI  Pm seeing pink elephants (widzieé} '
+V0Q  Ishowed Jim something (pokazad)
—V0O My cuffs showed (widaé, wygladac)

I look silly {wygladac)
In such a list as this, phenomenological categories are most important, not
linguistic ones. On the other hand, it is very obvious that some philosophical
categories are very ‘“‘unusual”. It would be necessary to excise these odd realiza-
tions in order to avoid confusing presentation to the learner, though the con-
trastive analyst might be interested in a full presentation for all possible uses
that might be made of the data. Here, for example, it is, obvious that high-
frequency items inciude 1) 4-VIEO, that is, sentences which assert that “voli-
tionally or nonvolitionally I received an image by means of my eyes of an
object”, 2) L VE, that is, sentences which assert that “volitionally or non-
volitionally I am making use of my eyes (though no-object is focuscd on and
no resultant image is produced)”, and 3} VO, that is sentences which assert
that “volitionally or nonvolitionally an object has been presented to vision™.
(We may assume that this last case triggers a kind of phenomenological re-
cursivenesg, but since that borders on discourse analysis, it is perhaps best
excluded from this discussion).

From the above list it is fairly obvious that Polish and English cut up
the reality of vision in more or less the same way, including a central voli-
tional and nonvolitional pair., In fact, the only interesting items, though
important enough for the learncr, produced by this particular comparison
are the different relationships of show, look and pokazad, widaé, wygladad.
Similar contrastive lines for smell wounld rcveal even more basic differcnees
among smell, sniff, stink in English and czud, wqchaé, pachnied, dmierdzied
tn Polish, for example,

Such analysis would not replace the accompanying merpho-syntactic
information necessary to such forms as they are prescnted. For example,
whatever information is revealed about the semantic properties of say and fell,
that is, about how they cut up the real world, it is cventually important
for the learner to distinguish well-formed versus poorly formed strings:

Jack said that he had to leave,

*Jack said me that he had to leave.

Jack said to me that he had to leave,
Jack told me that he had to leave.

*Jack told to me that he had to leave,

tJack told that he had fo leave.
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This paper docs not at all question the importance of such information,
but it does suggest that such concerns are rather distant from the language
learner, particularly in his carly contact with the new system. What is pro-
posed here is a natural presentation of material which matches the learner’s
desire to find a match between the real world and the new langusge. It is
equally important to realize that this proposal is exclusively practical. That is,
the “system’” suggested here has no importance for theoretical linguisties,
for it tries to return to an unachicveable and probably incorrect systematiza-
tion of reality as a preeondition for progress in linguistics, I believe, with
Polanski, that “a full analysis of a sentence should consist of both its deep
structure interpretation and a careful inguiry into its surface strneture phenom-
ena, which do not always depend on the deep structure” (Polunski 1972 ; 12).
Such a proposal as the one given here for contrastive analysis ignores this
reagsonable approach to surface structure considerations only in hopes that
it may bring some more reasonable solution to practical problems in contrastive
analysis.
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