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Each lexical entry (a lexical entry is characterized by a one-to-one corres-
pondence of form and meaning) is described in the lexicon in terms of four types
of features: phonological, syntactic, semantic and pragmatic. The distinction
of semantic and pragmatic features is such that semantic features charaeterize
the cognitive meaning of a given word (denotation), whereas pragmatic fea-
tures are nsed to mark differences of style, register, emotive associations, ete.l
In this paper we deal in a sketchy way with some aspects of the semantic re-
Ppresentation of lexical items and on this basis we discuss briefly some problems
connected with intra- and inter-language lexical gaps.

A. SHMANTIC REPRESENTATION

There are two assumptions underlving the use of semantic representations
_ & ying P
such as those discussed below:

* 1. Meanings of lexical items are decomposable into semantically simpler
elements,

2. Meanings of lexical items can be classified in groups (lexico-semantic
fields).

! 1t is not clear whether the foatures such as style, register, ote., form & uniform clage.
The term “pragmatic foatures' is used here in an arbitrary way., Moreover it is not clear
whero the boundary between cognitive meaning and pragmatic meaning can bo drawn.
86 fur we do not know not only how to represent meanings of words but also what consti-
tutes the meaning of a given word. See for instance Lakoff’s discussion on fuzziness of
meaning in Lakoff (1872).



6 Maria Grzegorok

Lexical decomposition is obtained by means of a paraphrase of a given
word. The result of decomposition is represented as a set of semantic features
(sememes) snd relations between them aceording to which complex semantic
structures are formed from simple sememes. (These relations sre of various
types, for instance predication, higher level predication, conjunction, digjunc-
tion, etc.). A typical example of lexical decomposition is for instance Kabz's
representation of the meaning of the English verb chase (Katz 1966:168).
The semantic representation of this verb consists of two complex semantie

markers: ACTIVITY and INTENTION.

chase (((Activity of x) (Nature: (Physical)) ((Motion)
(Rate: fast) (Character: following y)),
{Intention of x: (Trying to catch y) (motion))

The semantic representation of any Iexical item has to provide sufficient
mformation in order to deduce from it at least the following relations of a gi-
ven item to other items in the same lexicon:
possible paraphrases of a given lexical item
gynonyms of a given lexical item
semantic collocability of a given lexical item
the semantic fields of a given lexical item and relationship to other mem-
bers of the same semantic field.

2o T

Paraphrases

Lexical itcms 2 and y constitute a natural paraphrase of some lexical item
z if: '
1. the semantic representation of x corresponds to some (simple or complex)
semantic marker A in the semantic representation of 2,
2. The semantic representation of y corresponds to some other (simple or
complex) semantic marker B in the semantic representation of z,
3. A and B stand in some relation R one to another in the semantic repre-
sentation of z,
4. A and B are the only two semantic markers on some level of decomposi-
tion of the meaning of z.
Suppose for instance that the semantic represcntation of the English verb
stink consists of two semantic markers: PROPERTY and EVALUATION,

stink ((Property of x) (type: perceptual) (organ: nose)),
((Evaluation of that property) (criterion; esthetical)
(result: negative))

Since in the English lexicon there is a word which has the semantic representa-
tion identical to the first semantic marker, i.c. smell and 2 word whose semantic
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representation eorresponds to the second complex semantic marker, ie.
bad, stink can be paraphrased as fo smell bad.® On the text level the
two words which constitute the paraphrase occur in a specific syntagmatic
relationship determined by the relation R in the semantic representation of the
word which iz paraphrased, Very often it is a modification structure. In our
example Evaluation is a higher predicate than Property. The corresponding
syntagmatic relationship is a modification structurc whose head (a verb) cor-
responds to the lower predicate and the modifier (an adjective) to the higher
predicate.

If two words x and y in & speeific syntagmatic relationship are not normally
used as a paraphrase of the word z by native speakers of the language to
whose lexicon z, y and z belong, in spite of the same meaning being expressed
by these two expressions, then © and y form an artificial paraphrase of 2.2

Synonyms

If it is accepted that there are synonymous expressions in language then
these lexical items are synonymous by definition which have the same semantic
repregentations. (It has to be kept in mind that semantic representation cor-
responds to the cognitive meaning of words only). As is well known even these
words are not exchangeable in all contexts. Especially they cannot replace one
ancther in the cases of fixed collocations such as idioms, proverbs, metaphors,
compoinds. For instance, with reference to seasons (spring, summer, ete.)
one uses in Polish the word porae rather than okres, although these two words
ought to have the same semantic representations.

* Obviousty thero i3 more than one entry for the verb smell and 1nore than one lexical
entry for the adjective bad, e.z.
smell, =action of x ......
(John was smelling flowers when T left Liim)
gmoll, =cognition of x ......
{ We smelled garlic in the whole flot)
smelly=pereeptual proporty of x
{Her hair amelled of shampoo)
bad, =negative moral evaluation of rmen
(John 12 a bad man)
bad, =negative functional evaluation of objocts, porsons ..
(This knife is bad. Mary 19 u bad teacher.)
had; =negative ovaluation of perceptural properties
(These plants smell bad)
Only matching of smelf, sud bad, can form a paraphrasc of stink.
* For instaneo ‘‘cause o, comse about, 10 intend” is not used by native speakors of
English fo roplace wersuade although such a paraphrase may be used by linguista or
philosophers for explication of meaning of the vorb persuade.
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It is hardly ever possible to replace a word in an idiom with its synonym or |

near synonym and retain the meaning of the idiom.* e.g.

to kick the bucket
* fo sock the bucket
* to kick the pail

_In the case of many pairs of nominal synonyms only one member of such a
pair can be used mataphorically or is more likely to accur with abstract nouns.

For instance English way seems to be more abstract than road, as the example
below proves:

He has made his way in life (==He has succeeded in life)
* He has mode his road in life.

Road, however, not way is used in the expression peace road, in spite of the me-
taphorical meaning of this expression. This shows the indeterminacy of cccur-
rence qf lexical items in fixed collocations. In Polish kres and koniec have the
same meaning (=the end), yet they are rarely exchangeable in the same con-
texts. Usually kres is collocated with abstract nouns, whereas koniec can be
used with either abstract or concrete nouns, but no rule can be established.
e.g.

| ou kresu 2
byé { } &1 (come to the end of one’s strength)

*net korcu
Foni
*ﬂmﬁﬂ ulicy kms. wedrdwki
kres koniec

(end of the road) (end of wandering)

* kres : ; kontec i
. opowiadania e };przygazm

(end of the story) {end of the friendship)

The problem is how, if at all, should these differences in use of synonyms
be marked in lexical entries,

A similar problem arises in connection with near synonyms — for instance
words whose meaning is basically the same, the differences concern the degree

* Lehror (1974} observed that idioms differ in the possibility of lexical ‘substitution..

In some idioms 1t is possiblo to substitute one term with a near synonym and retain the
meaning,

o. .

keep up one’s end

hold up ore’s end

build casiles in the air

1uild casties in the clouds (Lohrer 1974:185)
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of intensity of & given action, state of property. Consider the following Polish
examples:

Krzyczed prosic gneew brzydin
{shout) {ask} (anger) {(ugly)
Wr2eszezec blagad wéciektosé szpetny
(yell) {implore) (rage) {hideous)
furia szharadny
(fury) {exccrable)

If such words have different semantic representations, then some mechanism
has to relate these words as similar in meaning and to establish the degree of
intensity for each particular item with reference to the item which is unmarked
for intensity. Defining similar meanings in terms of the number of the semantic
markers they share (i.e. the more semantic markers two items have in common
the more similar are their meanings) doesn’t work if we consider, for instance,
such cases as adjectival antonyms whose semantic representations may differ
in one feature only, yef they are by no means near synonyms, c.g. good-bad,
beautiful-ugly.

One of the ways of handling near synonyms ot this type would be to intro-
duce rules of unilateral implication relating items with higher degree of inten-
sity to items with lower degree of intensity, e.g. blagaé implies prosi¢ -~ but
not vice versa.

Semantic collocability

The semantic representation of each lexical item must provide the informa-
tion necessary for establishing the proper cooccurrence relations of this jtom
with other lexical items in sentences and larger pieces of text. Not only the
selectional restrictions which determine the cooceurrence of verbs with their
subject and objects, but also the restrictions on cooccurrence of distant elements
of text must be deducible from semantic representations,

Consider the following examples:

1. % John was sitting at the table and chasing Dill.
2. * John chased Bill bui tried to catch Bill.

Example 1 is ungrammatical because some semantic features of chase (Physical
activity of 2, motion=change of place by ) do not agree with comparable fea-
turce of sit (Physical state of z, no change of place by «). The agreement of these
features is necessary in this context — and in 1 is the “simultaneous and’.

Part of the meaning of chase is try to catch. Sentence 2 is ungrammatical
beeause but requires that the second clause asscrts something which is not im-
plied by the first clause.
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The gemantic representation of a given lexical item must also make it
possible to determine the set of possible modifiers for each item. Consider for
mstance the lexical entry for the noun ball.

bail; Solid physical object. Shape: round, ............

Redundancy rules such as RR1 and RR2 specify the terms in which a so-
lid physical object can be described.*

RR1: solid physical object -t2EY_, weight, looks, (taste} (smell)

RR2: looks - 2229, color, shape, size ...

According to these rules the nown ball can be collocated with any adjective
which has in its semantic representation features such as weight description
(e.g. heavy, light), color description e.g. green, yellow, or size description e.g.
big, small. The “shape’ adjectives (square, round, flat, etc.) are not used as modi-
fiers of the noun ball because the feature shape is already specified in the seman-
tic representation of this noun, i.e. (shape: round). Repetition of the same fea-
ture which is ineluded in the semantic representation of a given lexical entry
in its modifier results in information redundancy, e.g. a round ball, edible
food, etc.®

Semantic representation of adjectives has to provide information whether
they can enter some scales or not. For instance, among antonyms gradable and
nongradable antonyms can be distinguished. 7

type 1 — gradable antonyins, e.g. small, big: ket, cold
type 2 — nongradable antonyms, e.g. dead, alive; male, female

The relevant difterences between adjectives belonging to scales (type 1) and

thosc which do not belong to seales (type 2) are:

1. Adjective of type 1 can be modified by adverbs such as very, extremely,
stightly, partially, cte. whereas adjectives of type 2 cannot.

2. Negation of an adjestive of type 2 forms a paraphrase of its antonym (e.g.
dead=mnot ative), whereas negation of an adjective of type 1 does not even
Imply its antonym, e.g. T'his water is nof cold, does not imply This waler is hot,

* Redundancy rules will be discussod in the noxt section.
* Bontences 1 and 2 are tautologios (analviic). Bentonces la and 2a may be inter-
prelod vither as anomalous or as synthetie

1. Phis ball is round.

2. Thie food i edible.
ls. This ball i3 square.
Za. This food ig inedible.

* For gradable and ungradable antonyms see Lyons (1971).
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The meanings of some nouns have two (or more) aspects but it is problen}a—
tic whether we should postulate two different lexical entries. Consider for in-
stance nouns such as book and eye. At least two different senses can be distin-

guished for these nouns:

book 1. a physical object ...
2. recorded story (poem, lecture, ete.) ...

eye 1. part of human face
2. man’s organ of sight

Book and eye in the first sense can be collocated with any of the adjectives
desceribing physical objects.
g / heavy
That book vs N thick
Nblue
/ round
Her eyes were —— green
beautiful

Eook in the second sense (mental contents) can be described for instance in
terms of quantity and quality.

This book 19 lonyg. (quantity)
Thiz 18 a three volume book.
o dull
P e e
o L. ._ very cleved hoolk
Thiswsa beantiful (quality)
N obscene

Body organs are primarily described in terms of their function and health
condition. |

Some nouns do not require the distinetion of several senses bt}t their seman-
tic representations have to specify the types of possible evaluation tneasures. B
For instance the noun soup can be collocated with adjectives describing 't-aste,
eolor, smell, consistence, ete. (but not shape, heighs, length, ete.). The primary

* The necessity of incorporating an evaluation somantic marker into the deserption
of meaning of some nouns was discussed in Katz (1966).
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evaluation measure, however, is taste, a3 it is for any food prodﬁct. This sta-
tement explaing why a scntence:
3. This soup is good.,
is interpreted as 3a:
3a. This soup tastes pood.
and not as 3b:

3b. This soup smells good.

whereas sentence 4, for instance, iy interpreted as 4a because [smell| is the pri-
mary evaluation measure for perfume,

4. This 13 a good perfume.
da, This perfume smells good.

Relation to other members of the field

Semantic represcntation of lexical items has to provide the information
about the hierarchy relations among lexical items belonging to the same lexico-

semantic field. These hierarchies are of various types, The most obvious ones
arc two types of relations:

1. general versus specific {the ‘kind of” relation)

¢.g.  color red, blue, green ...
furniture  chair, bed, sofa, ..
fruit apple, pear, orange, ...
2. whole versus part (the part of® relation)
e.g.  body leg, arm, head ...
cal wheel, engine, brake ...

Such relations among lexical items are represented in the lexicon by means
of redundancy rules of the form a and b:

" RRa:

aArbacg ... d JHndof oy
ERb:

R T € L LN

‘Thus part. of the semantic representation of a lexical item consists in referri ng
to some hierarchy-redundancy rules which define its place in semantic fields
of which this lexical item is a member. If the semantic representations of two
lexical items make reference to the same hierarchy-redundancy rule {or rules)
then these two items belong to the same semantic field. Obviously, some prin-
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ciples relating semantic fields to their sub-fields have to belong to the lexicon
too, for instance the principle of transitivity for the “part of” hierarchy:

if Py _pxirt of ol X

X _.patof
then
8 _ part of s

Due to the information about the membership of lexical items to various
semantic fields repetition of some selectional restrictions for each particular
itern can be avoided. For instance, hyponyms share selectional restrietions with
their hyperonyms.

body |

v

e.g. My—arm 7 aches

N
 finger

Hierarchy-redundancy rules also account for collocations of distant lexi-
cal items, For instance they explain why sequences 5 and 6 are grammatical
and 5a and 6a are not.

5. Maybe that coat waes blue. I never remember the color of anything.

hape .
ba. * Maybe that coat was blue. I never remember the { Pl } of anything.
location

6. Hzus face looked strange, especially the eyes.
the butmﬂs}

* 1 ‘
Ga. * His face looked strange, especially { the legs

B. LEXICAL GAPS

Phonological and semantic representation can be paired in order to function
as a lexical item of a given language L if they are both well formed represen-
tations according to the rules of the grammar of L. Phonological rules of the
grammar of L determine possible sequence of phonemes in L, whereas semantic
rules determine possible semantic structures of lexical items in L. Rules match-
ing semantic representations with phonological representations are called lexi-
calization rules. Lexicalization rules which operate after some other lexicaliza-
tion rule has applied are traditionally called word-formation rules (or rules
of derivational morphology). If some possible semantic representation of I is
not matched with some possible phonological representation of L, an accidental
lexical gap arises. The three hasie types of accidental lexical gaps are the fol-
lowing ones:
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1. A phonological gap.

There is a phonological representation X (well-formed sequence of phonemes
of L) but there is no semantic repregentation Y paired with it.

X =/blik/
Y=o

* Blik is an accidental gap in English because this sequence of phonemes has
no meaning, *

o
e.g.

2. 4 semantic gap

There is a semantic representation Y (a possible combination of semantic
markers in L) but there is no phonological representation X paired with it.

e.g,

X=p
Y =a dead plant

A dead plant is an accidental gap in English because there is no lexical item
which expresses this meaning, althongh an appropriate lexicalization rule
exists in English as the table below proves: 10

LIVING man animal plant

DEAD Corpse carcass o
3. 4 word formation gap

Due to the existence of some word formation rule, there is some semantic
representation X and some phonological representation X corresponding to Y,
but & lexical item with the semantic representation ¥ and phonological repre-
sentation X does not exist in L (or at least is not used by the speakers of L)

e.g.

Y =to make similar

l:XzsimiIa.r +ize :|

* Similarize is an accidental gap in English because this word is not used by
native speakers although there is a word formation rule which permits the se-
mantic structure Y and the phonological combination X. This rule aperstes
for instance in the derivation of popularize from popular.

I some semantic or phonological representation is ill-formed then by defini-

® Thie example ig taken from Chomsky (1964:64),
1 This example is taken from Lehrer {1970). Actually the word carcass refors only
to bigger animals, not to flies, ete.
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tion a lexicalization rule eannot operate. In this case a systematic lexical gap
oceurs,
Examples:

1. A phonological rule is violated

e.g. * ftik (Chomsky 1964:64)
2. A semantic rule is violated

e.g. * wralm (=a part of wrist and palm)*?

"This item is ill-formed because its placement on hierarchies of lexical

items would require convergence of hierarchies which is against the prin-

ciple that lexical hierarchies are nonconvergent.
Neologisms usually fill aceidental gaps. Individual neoclogisms {(as used in poe-
try, for instance), can also fill systematic gaps. Consider for instance Ledmian’s
najgorszoéé which violates the rule of de-adjectival noun formation becaunse no
noun in — 04¢ can be based on the superlative degree of any adjective (Puzymni-
na 1966) On the other hand najgorszost is also an accidental gap because there
is & rule in Polish which says that nouns in -0é¢ can be formed from adjectival
stems.

Below we will concentrate on some problems connected with accidental
gsemantic gaps. This type of lexical gap occurs if some well formed semantic
gtructure 1s not lexicalized, although other semantic structures following the
same pattern arc lexicalized in a given language.

Two semantic structures follow the same pattern if they underlic two lexi-
cal items belonging to the same semantic field and if they differ only in the oc-
currence of one sememe. Consider for instance part of the semantic field of
sensyal data of taste and smell,

gemantic field: sensusal data
subfields: sensual data of smell and taste
relevant sememe; Hathetical Evaluation

SMELT, TABTE
| Natural Loxical Natural Lexical
paraphraso item paraphraso item
. i A e
Laudatory ‘ a good scent i a good 5]
esthetical | smell aAroMma .+ taste
evaluation : fragrazce
Disapproving b bud atench " @
psthetical 1 emell odor a bod taste
ovaluation Iﬂfﬂf

1 The example and the principle are from Bever and Rosenbaum (1870).
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In the case of one language the term lexical gap corresponds to every non-
existing form which by virtue of some lexicalization rule or word-formation
rule could be a lexical item of that language. Consider, for instance, all lexical
gaps which can be found in English as a consequence of the fact that the
sememe “with special attention” has been incorporated in the word scrutinize
{serutinize=look with special attention).

Semantic field: sensual activities
Relevant sememe: “with special attention’

Aetivity + *with spocial attention’
Activity ; , : I &5
loxical item paraphrase
look scrutinize Look intently (closely)
listen o P listen with both ears
smell 5] t? smell intently
taste 5 1 taste intently

As it turns out the meaning “do something with special attention’ is lexicalized
in only one ease in the field of sensory activities, This meaning is not lexicalized
either in the case of other lexical items, belonging to such fields as mental or
Pphystcal activities.

ENGLISH AND POLISH VERBS OF SENSUAL PERCEPTION

| English Polish
SMELL | i
active vorb [ emell wigchad
cognitive verb smell B (=czud zapach}
descriptive verh ¢ (=gmell nice) pachnied
positive evaluation
negative svaluation stink: smierdzied
TASTE !
active verh 1 faate smakowad, kosz-

towad

cognitivo vorb taste o {=czudé smak)
descrptive verb o (= taste good) serkouNed
positive cvaluation
negative evaloation a (=laste bad) nie smakowad
SIGHT
aclive verb lool: | patrzeé
cognitive verh L see  widzded
descriptive verb - ook - wyglgdad
HEARING . I
active verb - listen | sbuchad
cognitive vorb hear | slyszed
deseriptive verb souwnd - bramded
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Theoretically then, intra-language lexical gaps can be found in every such
situation which some lexicalization rule applies to at least one member of a
given lexical field. Practically, however, reservations have been made that at
least two items of the field have to undergo the same lexicalization procesg in
order to establish a lexicalization pattern (see Lehrer 1970).

If we compare two languages, the number of semantic lexical gaps is limited
because only the combinations of semems which are actually lexicalized in
either of the two compared languages are taken into account. In order to find
inter-language lexical gaps in a given semantic field we extend that field so
that it comprises all members of this field in L, and all members of a compar-
able field in L, . Consider for instance the table on p. 16 (for each gap a correspo-
nding natural paraphrase is given).

The comparison of English and Polish verbs of sensual perception makes it
necessary that we disitinguish more members of this field than the description
of either English or Polish separately requires. Notice also that it is not neces-
sary to distinguish two types of descriptive verbs in the case of verbs referring
to sight and hearing because the sememes “positive evaluation’ and ‘negative
evaluation’ are not lexicalized together with the descriptive verb in either lan-
guage. Instead a natural paraphrase (look good, look bad, etc.) is used in hoth
langnages.

If a given lexical item of L, has no lexical counterpart in L, but is rendered
by means of its natural paraphrase in [L,, we are concerned with an ¢tem gap.
Two other types of interlanguage lexical gaps will be mentioned in this paper:
a synonym qap and a posttional variant gap.

A synonym type of gap occurs if, in one language, some lexical item has more
near synonyms than its counterpart in the other language. Consider for
instance the English noun fasfe and its Polish translation equivalent smak.

English Polish
hyperonym: taste smak
neat synonyms  flavour G

(hyponyms) savour o
relish @
smack @
lang o

To render any of the near synonyms of iaste the Polish speaker has to use either
the word smak or an artificial paraphrase.

The positional variant type of lexical gap can be illustrated by the
following lexical correspondence between English and Polish:

E.  like P, lubié
P. podobad sig

% Poners and SBfidiey 0
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One of the meanings of the verb like is “to evaluate positively the sensual
data’: 12

1. I like (the smell of) thes perfume.

2. I like (the looks of) your hair.

3. I like (the taste of) this soup.

4. I like (the sound of) this piece of music.

In Polish equivalents of these sentences either the verb Ilubid¢ or the verb
podobad sie can be used.

la. Lubie ie perfumy (zapach tych perfum)
b. Zapach tych perfum podoba ma sie.
2a. YLubie fwoje wlosy (wyglad twoich wlosdw)
b. Twoje wiosy podobajg mi ste {(wyglad twoich wlosdw podoba mi sie).
3a. Lubie te zupe (Lubie smak tej zupy)
b. * T'a zupa podoba mi sig (* Smak tej zupy poedoba mi sig)
Ta zupa mi smakuje. 1
da,, Lubie ten ulwdr (Lubie brzmienie tego utworu)
b. Ten wlwdr podoba mi sie.

In Polish two verbs lubi€ and podobac sie express the samae meanings as the En-
glish verb like. The occurrence of either lubié or podobaé sie is syntactically
conditioned: lubic is used H the Perceiver NP (NP,) is topicalized, podobad sie
is used if the Sensual Data NP (NP,) is topicalized. In English fronting NP,
in sentenees with the meaning discussed above is blocked. Thus for the mean-
ing ‘positive evaluation of sensual data’ English has only one lexical entry,
whereas Polish has two.

E.
iR like =
+V
NP~~~ NPF
z evaluates positively
sensual data ¥

12 Like and lubid bave other meanings too, for instance thoy are used to denoto
gomeone’s positive emotional attitude towards some person or somo ovent. Lubid in this
meaning is not oxchangeable with pedobac sig. Bontences 1 and 2 are not synonymous;

1. Fubilem tylko jedng kobzete.
2. Tylko jedna kobiela podobaia mi gie.

13 The Polish sentonces oxprossing evaluation, of taste constitute a scparate problem
becaunse not podebadé but smakowad is used as a countorpart of lubié, Also, sentences with
smakowadé usually have instantanecus interprotation, whereas sentences with lubié relor
to the perceiver’s general attitudo towards some food product.
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B
& Iubié B B podobad sie )
+V X
NP NPy NP, — NP,
x evaluates positively x evaluates positively
B sensual data ¥ B i sensual date y

The comparizon of these entries shows that there is a lexical gap in English in
the sense that for the expression of the same meaning Polish has two words
(whose use is syntactically conditioned) while English has only one.
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